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Preface

This IBM® Redbook describes how to install and configure the very latest IBM
storage solution and concept, the IBM TotalStorage® Network Attached Storage
(NAS) Gateway 500, in heterogeneous environments.

The IBM TotalStorage NAS Gateway 500 series is an innovative Network
Attached Storage device that connects clients and servers on an IP network to
Fibre Channel storage, efficiently bridging the gap between LAN storage needs
and SAN storage capacities. The IBM TotalStorage NAS Gateway 500 is a
storage solution for UNIX/AIX/Linux, Apple, and Microsoft® Windows®
environments. In this book, we show how to integrate the IBM TotalStorage NAS
Gateway 500 and explain how it can benefit your company’s business needs.

This book is an easy-to-follow guide which describes the market segment that
the IBM TotalStorage NAS Gateway 500 is aimed at, and explains NAS
installation, ease-of-use, remote management, expansion capabilities, high
availability (clustering), and backup and recovery techniques. It also explains
cross platform storage concepts and methodologies for common data sharing for
UNIX/AIX/Linux, Apple, and Microsoft Windows environments.

This book makes use of the IBM TotalStorage NAS initiative in the marketplace
and defines its position and value-add. Also discussed is how the reliability,
availability, scalability, and security of the IBM TotalStorage NAS Gateway 500
has the potential to be at the heart of an enterprise's data storage system.

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, San Jose Center.
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Part 1

Network Attached
Storage concepts
and hardware

In this part of the book, we introduce the IBM NAS Gateway 500 system and
related hardware, as well as some concepts about Network Attached Storage.
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The main concept behind
Network Attached Storage

Given the expansive growth in both storage and network technology, it is not
surprising that an easy-to-implement and scalable solution has been developed
to meet the various storage needs.

Network Attached Storage (NAS) exploits the existing intermediate speed
messaging network with a very easy-to-integrate storage solution.

In this book, we focus on NAS as a storage networking solution. Reading this
book should adequately equip you to implement a NAS solution using one or
more of the products we describe to meet your networked storage requirements.

This introductory chapter covers the following topics:

How this book is organized

Local Area Networks

Open Systems Interconnection (OSI) model
File systems and I/O

Network Attached Storage (NAS)

Industry standards

vVvyYvyvyYYyvyy
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1.1 How this book is organized

Basically, here is how the material in this book is presented:

» First we provide the concepts and technical knowledge needed and offer a
brief overview of the IBM products we used (Part 1, “Network Attached
Storage concepts and hardware” on page 1).

» Next we explain how to configure the SAN storage for the NAS Gateway 500
to use (Part 2, “SAN storage configuration” on page 45).

» After that we show the first steps for getting connected with the IBM
TotalStorage NAS Gateway 500. We start with basic steps up to the two node
cluster configuration. We also take a look at the basic user and security
management features. Then we describe how to integrate the IBM
TotalStorage NAS Gateway 500 product into your enterprise as a high
performance open systems storage solution (Part 3, “Implementation” on
page 113).

» Then we talk about some backup and restore considerations, and we show
various backup and restore options. Next we show how the NAS Gateway
500 can be used with Tivoli Storage Manager (Part 4, “Backup and recovery”
on page 287).

Most of this book is a hands-on guide to implementing the IBM TotalStorage
NAS Gateway 500 as part of a storage networking solution, but before we can
leap into the how-to section, it is important that you understand a few of the basic
concepts about networks and storage.

Note: If you are a seasoned storage networking professional and are already
very familiar with this subject, feel free to skip ahead to Part 2, “SAN storage
configuration” on page 45. However, if you would like a quick primer, you will
need to read these first three chapters. They provide the background
information you need to understand, not only how to proceed with the
integration, but also what you stand to gain from doing so.

1.2 Local Area Networks

A Local Area Network (LAN) is simply the connection of two or more computers
(nodes) to facilitate data and resource sharing. They proliferated from the
mid-1980s to address the problem of “islands of information” which occurred with
standalone computers within departments and enterprises. LANs typically reside
in a single or multiple buildings confined to a limited geographic area which is
spanned by connecting two or more LANs together to form a Wide Area Network
(WAN).
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LAN designs are based typically on open systems networking concepts, as
described in the network model of the Open Systems Interconnection (OSI)
standards of the International Standards Organization (1ISO). The OSI model is
shown in detail in Figure 1-4, “Comparing the Internet protocol suite with the OSI
reference model” on page 7.

LAN types are defined by their topology, which is simply how nodes on the
network are physically connected together. A LAN may rely on a single topology
throughout the entire network but typically has a combination of topologies
connected using additional hardware. The primary topologies defined for Local
Area Networks are:

Bus topology

In a bus topology, all nodes are connected to a central cable, called the bus or
backbone. Bus networks are relatively inexpensive and easy to install. Ethernet
systems use a bus topology (Figure 1-1).

Bus (Backbone)

Node Node Node Node

Figure 1-1 Bus topology

Ring topology

Nodes in a ring topology are connected via a closed loop such that each node has
two other nodes connected directly to either side of it. Ring topologies are more
costly and can be difficult to install. The IBM Token Ring uses a ring topology
(Figure 1-2).
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Node Ring Node
1 4
Node Node
2 3

Figure 1-2 Ring topology

Star topology

A star topology uses a centralized hub to connect the nodes in the network
together. Star networks are easy to install and manage. However, bottlenecks
occur since all of the network traffic travels through the hub. Ethernet systems
also use a star topology (Figure 1-3).

Star
Node
1
Node Node
5 2
Central [
hub
Node Node
4 3

Figure 1-3 Star topology
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Today, Ethernet topologies are predominant. International Data Corporation
(IDC) estimates more than 85% of all installed network connections worldwide
are Ethernet. It is popular due to its simplicity, affordability, scalability, and
manageability. Ethernet includes definitions of protocols for addressing,
formatting and sequencing of data transmissions across the network and also
describes the physical media (cables) used for the network.

1.3 Open Systems Interconnection (OSI) model

The Open Systems Interconnection (OSI) model describes the layers in the
network required for communication between computers. OSl is a seven layered
model illustrated with the Internet protocol suite (or stack) in Figure 1-4. Each
layer is responsible for a certain set of tasks associated with moving data across
the network. Most Ethernet networks (including ours) communicate using the
TCP/IP protocol. In this section, we discuss TCP/IP and how it relates to the OSI
model, since it is the default communication protocol for the IBM TotalStorage
NAS Gateway 500.

Internet protocol OSI| model
suite

Application 7

Application Presentation 6

Session 5

TCP Transport 4

IP Network 3

Device Driver DtaLink 2
and Hardware

(SUbnet) Physical 1

Figure 1-4 Comparing the Internet protocol suite with the OSI reference model
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1.3.1 Device driver and hardware layer

Also called the Subnet layer, the device driver and hardware layer comprises
both the physical and data link layers of the OSI model. It is considered the
hardware that is part of each node on the network. The hardware handles the
electrical and mechanical aspects of data transfers, moving the bits across a
physical link. The data link layer packages packets of data into frames, ensures
that they arrive safely to the target destination, and encompasses error detection
and correction.

1.3.2 Internet Protocol layer

8

In the OSI model, the Network layer finds the best route through the network to
the target destination. It has little to do in a single discrete LAN; but in a larger
network with subnets, or access to WANs, the Network layer works with the
various routers, bridges, switches, gateways, and software, to find the best route
for data packets.

The Internet Protocol (IP) layer in the Internet protocol suite performs the
functions of the network layer. It is the common thread running through the
Internet and most LAN technologies, including Ethernet. It is responsible for
moving data from one host to another, using various “routing” algorithms. Layers
above the network layer break a data stream into chunks of a predetermined
size, known as packets or datagrams. The datagrams are then sequentially
passed to the IP layer.

The job of the IP layer is to route these packets to the target destination. IP
packets consist of an IP header, together with the higher level TCP protocol and
the application datagram. IP knows nothing about the TCP and datagram
contents. Prior to transmitting data, the network layer might further subdivide it
into smaller packets for ease of transmission. When all the pieces finally reach
the destination, they are reassembled by the network layer into the original
datagram.

IP connectionless service

The IP is the standard that defines the manner in which the network layers of two
hosts interact. These hosts may be on the same network, or reside on physically
remote heterogeneous networks. IP was designed with inter-networking in mind.
It provides a connectionless, best-effort packet delivery service. Its service is
called connectionless because it is like the postal service rather than the
telephone system.
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IP packets, like telegrams or mail, are treated independently. Each packet is
stamped with the addresses of the receiver and the sender. Routing decisions
are made on a packet-by-packet basis. On the other hand, connection-oriented,
circuit switched telephone systems explicitly establish a connection between two
users before any conversation takes place. They also maintain the connection for
the entire duration of conversation.

A best-effort delivery service means that packets might be discarded during
transmission, but not without a good reason. Erratic packet delivery is normally
caused by the exhaustion of resources, or a failure at the data link or physical
layer. In a highly reliable physical system such as an Ethernet LAN, the
best-effort approach of IP is sufficient for transmission of large volumes of
information. However, in geographically distributed networks, especially the
Internet, IP delivery is insufficient. It needs to be augmented by the higher-level
TCP protocol to provide satisfactory service.

The IP packet

All IP packets or datagrams consist of a header section and a data section
(payload). The payload may be traditional computer data, or it may, commonly
today, be digitized voice or video traffic. Using the postal service analogy again,
the “header” of the IP packet can be compared with the envelope and the
“payload” with the letter inside it. Just as the envelope holds the address and
information necessary to direct the letter to the desired destination, the header
helps in the routing of IP packets.

The payload has a maximum size limit of 65,536 bytes per packet. It contains
error and/or control protocols, like the Internet Control Message Protocol (ICMP).
To illustrate control protocols, suppose that the postal service fails to find the
destination on your letter. It would be necessary to send you a message
indicating that the recipient's address was incorrect. This message would reach
you through the same postal system that tried to deliver your letter. ICMP works
the same way: It packs control and error messages inside IP packets.

IP addressing

An IP packet contains a source and a destination address. The source address
designates the originating node's interface to the network, and the destination
address specifies the interface for an intended recipient or multiple recipients (for
broadcasting).

Every host and router on the wider network has an address that uniquely
identifies it. It also denotes the sub-network on which it resides. No two machines
can have the same IP address. To avoid addressing conflicts, the network
numbers are assigned by an independent body.
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The network part of the address is common for all machines on a local network. It
is similar to a postal code, or zip code, that is used by a post office to route letters
to a general area. The rest of the address on the letter (that is, the street and
house number) are relevant only within that area. It is only used by the local post
office to deliver the letter to its final destination.

The host part of the IP address performs a similar function. The host part of an IP
address can further be split into a sub-network address and a host address.

Time to Live (TTL)

The IP packet header also includes Time to Live (TTL) information that is used to
limit the life of the packet on the network. It includes a counter that is
decremented each time the packet arrives at a routing step. If the counter
reaches zero, the packet is discarded.

1.3.3 TCP layer

10

The transport layer is responsible for ensuring delivery of the data to the target
destination, in the correct format in which it was sent. In the event of problems on
the network, the Transport layer finds alternative routes. It is also responsible for
delivering the sequence of packets in the correct order. In the Internet protocol
suite, the protocol operating in the transport layer is the Transmission Control
Program (TCP).

The application data has no meaning to the Transport layer. On the source node,
the transport layer receives data from the application layer and splits it into data
packets or chunks. The chunks are then passed to the network layer. At the
destination node, the transport layer receives these data packets and
reassembles them before passing them to the appropriate process or
application.

The Transport layer is the first end-to-end layer of the TCP/IP stack. This
characteristic means that the transport layer of the source host can communicate
directly with its peer on the destination host, without concern about 'how' data is
moved between them. These matters are handled by the network layer. The
layers below the transport layer understand and carry information required for
moving data across links and subnetworks.

In contrast, at the transport layer or above, one node can specify details that are
only relevant to its peer layer on another node. For example, it is the job of the
transport layer to identify the exact application to which data is to be handed over
at the remote end. This detail is irrelevant for any intermediate router. But it is
essential information for the transport layers at both ends.
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1.3.4 Application layer

The functions of the Session, Presentation, and Application layers of the OSI
model are all combined in the Application layer of the Internet protocol suite. It
encompasses initial logon, security, final termination of the session,
interpretation services (compression, encryption, or formatting), and delivery of
the network messages to the end user program.

The Application layer is the layer with which end users normally interact. It is
responsible for formatting the data so that its peers can understand it. Whereas
the lower three layers are usually implemented as a part of the OS, the
application layer is a user process. Some application-level protocols that are
included in most TCP/IP implementations, include:

» Telnet for remote login
» File Transfer Protocol (FTP) for file transfer
» Simple Mail Transfer Protocol (SMTP) for mail transfer

1.3.5 Protocol suites

A protocol suite (or protocol stack), as we saw in the Internet protocol suite, is
organized so that the highest level of abstraction resides at the top layer. For
example, the highest layer may deal with streaming audio or video frames,
whereas the lowest layer deals with raw voltages or radio signals. Every layer in
a suite builds upon the services provided by the layer immediately below it.

Note: You may see the different terms Internet protocol suite, TCP/IP suite, or
TCPV/IP stack. These are simply names for the same thing, the group of
network layers to describe how two nodes on the Internet communicate.

The terms protocol and service are often confused. A protocol defines the
exchange that takes place between identical layers of two hosts. For example, in
the IP suite, the transport layer of one host talks to the transport layer of another
host using the TCP protocol. A service, on the other hand, is the set of functions
that a layer delivers to the layer above it. For example, the TCP layer provides a
reliable byte-stream service to the application layer above it.

Each layer adds a header containing layer-specific information to the data
packet. A header for the network layer might include information such as source
and destination addresses. The process of appending headers to the data is
called encapsulation. Figure 1-5 shows how data is encapsulated by various
headers. During de-encapsulation the reverse occurs; the layers of the receiving
stack extract layer-specific information and process the encapsulated data
accordingly. The process of encapsulation and de-encapsulation increases the
overhead involved in transmitting data.
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Figure 1-5 Layering and encapsulation

1.4 File systems and I/O

In this section we describe the most common file level protocols and attempt to
untangle the confusion surrounding the various 1/0O concepts.

1.4.1 Network file system protocols

12

The two most common file level protocols used to share files across networks
are Network File System (NFS) for UNIX and Common Internet File System
(CIFS) for Windows. Both are network based client/server protocols which
enable hosts to share resources across a network using TCP/IP. Users
manipulate shared files, directories, and devices such as printers, as if they were
locally on or attached to the user’s own computer. The IBM TotalStorage NAS

Gateway 500 is designed to support both NFS and CIFS. CIFS is an optional
feature.
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Network File System (NFS)

NFS servers make their file systems available to other systems in the network by
exporting directories and files over the network. Once exported, an NFS client
can then “mount” a remote file system from the exported directory location. NFS
controls access by giving client-system level user authorization based on the
assumption that a user who is authorized to the system must be trustworthy.
Although this type of security is adequate for some environments, it is open to
abuse by anyone who can access a UNIX system via the network.

For directory and file level security, NFS uses the UNIX concept of file
permissions with User (the owner’s ID), Group (a set of users sharing a common
ID), and Other (meaning all other user IDs). For every NFS request, the IDs are
verified against the UNIX file permissions.

NFS is a stateless service. Therefore, any failure in the link will be transparent to
both client and server. When the session is re-established the two can
immediately continue to work together again.

NFS handles file locking by providing an advisory lock to subsequent
applications to inform them that the file is in use by another application. The
ensuing applications can decide if they want to abide by the lock request or not.
This has the advantage of allowing any UNIX application to access any file at any
time, even if it is in use. The system relies on “good neighbor’ responsibility
which, though often convenient, clearly is not foolproof. This is avoided by using
the optional Network Lock Manager (NLM). It provides file locking support to
prevent multiple instances of open files.

Common Internet File System (CIFS)

Another method used to share resources across a network uses CIFS, which is
a protocol based on Microsoft’s Server Message Block (SMB) protocol. Using
CIFS, servers create file shares which are accessible by authorized clients.
Clients subsequently connect to the server’s shares to gain access to the
resource.

Security is controlled at both the user and share level. Client authentication
information is sent to the server before the server will grant access. CIFS uses
access control lists that are associated with the shares, directories, and files, and
authentication is required for access.

A sessionin CIFS is oriented and stateful. This means that both client and server
share a history of what is happening during a session, and they are aware of the
activities occurring. If there is a problem, and the session has to be re-initiated, a
new authentication process must be completed.
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CIFS employs opportunistic locks (oplocks) to control file access. Depending on
the type of locking mechanism required by the client, CIFS offers nodes the
ability to cache read or write data from the file being accessed to improve
network performance. Exclusive rights to the file prevents other nodes on the
network from gaining access to that file until it is closed. During a CIFS session
the lock manager has historical information concerning which client has opened
the file, for what purpose, and in which sequence.

1.4.2 Understanding I/O

14

A major source of confusion regarding NAS is the concept of File I/O versus
Block I/0O. We try to shed a little light on this subject here. Understanding the
difference between these two forms of data access is crucial to realizing the
potential benefits of any SAN-based or NAS-based solution.

When a partition on a hard drive is under the control of an operating system
(OS), the OS will format it. Formatting of the partition occurs when the OS lays a
file system structure on the partition. This file system is what enables the OS to
keep track of where it stores data. The file system is an addressing scheme the
OS uses to map data on the partition. Now, when you want to get to a piece of
data on that partition, you must request the data from the OS that controls it.

For example, suppose that Windows 2000 formats a partition (or drive) and maps
that partition to your system. Every time you request to open data on that
partition, your request is processed by Windows 2000. Since there is a file
system on the partition, it is accessed via File 1/0. Additionally, you cannot
request access to just the last 10 KB of a file. You must open the entire file,
which is another reason that this method is referred to as File 1/O.

Block I/O (raw disk) is handled differently: There is no OS format done to lay out
a file system on the partition. The addressing scheme that keeps up with where
data is stored is provided by the application using the partition. An example of
this would be DB2® using its tables to keep track of where data is located rather
than letting the OS do that job. That is not to say that DB2 cannot use the OS to
keep track of where files are stored. It is just more efficient, for the database to
bypass the cost of requesting the OS to do that work.

Using File 1/O is like using an accountant. Accountants are good at keeping up
with your money for you, but they charge you for that service. For your personal
checkbook, you probably want to avoid that cost. On the other hand, for a
corporation where many different kinds of requests are made, an accountant is a
good idea. That way, checks are not written when they should not be.
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When sharing files across a network, something needs to control when writes
can be done. The operating system fills this role. It does not allow multiple writes
at the same time, even though many write requests are made. Databases are
able to control this writing function on their own so in general they run faster by
skipping the OS although this depends on the efficiency of the implementation of
file system and database.

For a more in-depth study of these topics, refer to the redbook, /P Storage
Networking: IBM NAS and iSCSI Solutions, SG24-6240.

1.5 Network Attached Storage (NAS)

Storage devices which optimize the concept of file sharing across the network
have come to be known as Network Attached Storage (NAS). NAS solutions
utilize the mature Ethernet IP network technology of the LAN. Data is sent to and
from NAS devices over the LAN using TCP/IP.

By making storage devices LAN addressable, the storage is freed from its direct
attachment to a specific server and any-to-any connectivity is facilitated using the
LAN fabric. In principle, any user running any operating system can access files
on the remote storage device. This is done by means of a common network
access protocol, for example, NFS for UNIX servers, and CIFS for Windows
servers.

A storage device cannot just attach to a LAN. It needs intelligence to manage the
transfer and the organization of data on the device. The intelligence is provided
by a dedicated server to which the common storage is attached. It is important to
understand this concept. NAS comprises a server, an operating system, plus
storage which is shared across the network by many other servers and clients.
So NAS is a device, rather than a network infrastructure, and shared storage is
either internal to the NAS device or attached to it.

1.5.1 File servers

Early NAS implementations in the late 1980s used a standard UNIX or NT server
with NFS or CIFS software to operate as a remote file server. In such
implementations, clients and other application servers access the files stored on
the remote file server, as though the files are located on their local disks. The
location of the file is transparent to the user.
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Several hundred users could work on information stored on the file server, each
one unaware that the data is located on another system. The file server has to
manage I/O requests accurately, queuing as necessary, fulfilling the request and
returning the information to the correct initiator. The NAS server handles all
aspects of security and lock management. If one user has the file open for
updating, no-one else can update the file until it is released. The file server keeps
track of connected clients by means of their network IDs, addresses, and so on.

1.5.2 Designated Network Attached Storage

16

More recent developments use application specific, specialized, “thin server”
configurations with customized operating systems, usually comprising a stripped
down UNIX kernel, reduced Linux OS, a specialized Windows 2000 kernel, or a
specialized AIX/UNIX system as with the IBM TotalStorage NAS products. In
these reduced operating systems, many of the server operating system functions
are not supported. The objective is to improve performance and reduce costs by
eliminating unnecessary functions normally found in the standard hardware and
software. Some NAS implementations also employ specialized data mover
engines and separate interface processors in efforts to further boost
performance.

These specialized file servers with a reduced OS are typically known as NAS
systems, describing the concept of an application specific system. NAS products,
like the IBM TotalStorage NAS Gateway 500, typically come with pre-configured
software and hardware, and with no monitor or keyboard for user access. This is
commonly termed a “headless” system. A storage administrator accesses the
systems and manages the disk resources from a remote console.

One of the typical characteristics of a NAS product is its ability to be installed
rapidly using minimal time and effort to configure the system. It is integrated
seamlessly into the network as shown in Figure 1-6. This approach makes NAS
products especially attractive when lack of time and skills are elements in the
decision process.
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Figure 1-6 The role of NAS in your storage network

So, a NAS system is an easy-to-use device, which is designed for a specific
function, such as serving files to be shared among multiple clients. It performs
this task very well. It is important to recognize this fact when selecting a NAS
solution. The NAS system is not a general purpose server, and should not be
used (indeed, due to its specialized OS, probably cannot be used) for general
purpose server tasks. However, it does provide a good solution for appropriately
selected shared storage applications.

1.5.3 NAS uses File I/0

One of the key differences of a NAS disk device, compared to direct access
storage (DAS) is that all I/O operations use file level I/O protocols. File /O is a
high level type of request that, in essence, specifies only the file to be accessed,
but does not directly address the storage device. This is done later by other
operating system functions in the remote NAS system.

A File I/O request specifies the file and the offset into the file. For instance, the
I/0 may specify “Go to byte ‘1000’ in the file (as if the file was a set of contiguous
bytes), and read the next 256 bytes beginning at that position”. Unlike Block 1/O,
there is no awareness of a disk volume or disk sectors in a File 1/0 request.
Inside the NAS system, the operating system keeps track of where files are
located on disk. The OS issues a Block I/O request to the disks to fulfill the File
I/O read and write requests it receives.
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Network access methods, NFS and CIFS, can only handle File I/O requests to
the remote file system. 1/O requests are packaged by the node initiating the 1/0
request into packets to move across the network. The remote NAS file system
converts the request to Block I/0O and reads or writes the data to the NAS disk
storage. To return data to the requesting client application, the NAS system
software re-packages the data in TCP/IP protocols to move it back across the
network. This is illustrated in Figure 1-7.

IP network
Application
e Server
R L NAS System
N . Filel/O [ = 8
e [ ]
IP protocol =

Application server directs File system in the NAS
File /O request over the system initiates Block
LAN to the remote file 1/0 to the NAS disk
system in the NAS system

Figure 1-7 NAS devices use File I/O

1.5.4 NAS benefits

NAS offers a number of benefits that address some of the limitations of directly
attached storage devices, and that overcome some of the complexities
associated with SANs.

Resource pooling

A NAS product enables disk storage capacity to be consolidated and pooled on a
shared network resource, at great distances from the clients and servers which
will share it. Thus a NAS device can be configured as one or more file systems,
each residing on specified disk volumes. All users accessing the same file
system are assigned space within it on demand. This contrasts with individual
DAS storage, when some users may have too little storage, and others may have

too much.
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Consolidation of files onto a centralized NAS device can minimize the need to
have multiple copies of files spread on distributed clients. Thus overall hardware
costs can be reduced.

NAS pooling can reduce the need to physically reassign capacity among users.
The results can be lower overall costs through better utilization of the storage,
lower management costs, increased flexibility, and increased control.

Exploits existing infrastructure

Because NAS utilizes the existing LAN infrastructure, there are minimal costs of
implementation. Introducing a new network infrastructure, such as a Fibre
Channel SAN, can incur significant hardware costs. In addition, new skills must
be acquired, and a project of any size will need careful planning and monitoring
to bring it to completion.

Simple to implement

Because NAS devices attach to mature, standard LAN implementations, and
have standard LAN addresses, they are typically extremely easy to install,
operate, and administer. This plug-and-play operation results in lower risk, ease
of use, and fewer operator errors, all of which contributes to lower costs of
ownership.

Enhanced choice

The storage decision is separated from the server decision, thus enabling the
buyer to exercise more choice in selecting equipment to meet the business
needs.

Connectivity

LAN implementation allows any-to-any connectivity across the network. NAS
products may allow for concurrent attachment to multiple networks, thus
supporting many users.

Scalability

NAS products can scale in capacity and performance within the allowed
configuration limits of the individual system. However, this may be restricted by
considerations such as LAN bandwidth constraints, and the need to avoid
restricting other LAN traffic.
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Heterogeneous file sharing

Remote file sharing is one of the basic functions of any NAS product. Multiple
client systems can have access to the same file. Access control is serialized by
NFS or CIFS. Heterogeneous file sharing may be enabled by the provision of
translation facilities between NFS and CIFS, as with the NAS Gateway 500.

Improved manageability

By providing consolidated storage, which supports multiple application systems,
storage management is centralized. This enables a storage administrator to
manage more capacity on a system than typically would be possible for
distributed, directly attached storage.

Enhanced backup

NAS system backup is a common feature of most popular backup software
packages. For instance, the IBM TotalStorage NAS Gateway 500 provides IBM
Tivoli Storage Manager client software support. Some NAS systems have some
integrated advanced backup and restore features such as Split-Mirror backup,
backsnap and snapback commands. This enables multiple point-in-time copies of
files to be created on disk, which can be used to make backup copies to tape in
the background. This is similar in concept to features such as the IBM snapshot
function on the IBM RAMAC® Virtual Array (RVA).

1.5.5 Other NAS considerations

On the converse side of the storage network decision, you need to take into
consideration the following factors regarding NAS solutions.

Proliferation of NAS devices

Pooling of NAS resources can only occur within the capacity of the individual
NAS system. As a result, in order to scale for capacity and performance, there is
a tendency to grow the number of individual NAS systems over time, which can
increase hardware and management costs.

Software overhead impacts performance

As we explained earlier, TCP/IP is designed to bring data integrity to
Ethernet-based networks by guaranteeing data movement from one place to
another. The trade-off for reliability is a software intensive network design which
requires significant processing overheads, which can consume more than 50%
of available processor cycles when handling Ethernet connections. This is not
normally an issue for applications such as Web-browsing, but it is a drawback for
performance intensive storage applications.
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Consumption of LAN bandwidth

Ethernet LANs are tuned to favor short burst transmissions for rapid response to
messaging requests, rather than large continuous data transmissions. Significant
overhead can be imposed to move large blocks of data over the LAN. The
maximum packet size for Ethernet is 1518 bytes. A 10 MB file has to be
segmented into more than 7000 individual packets. Each packet is sent
separately to the NAS device by the Ethernet collision detect access method. As
a result, network congestion may lead to reduced or variable performance.

Data integrity

The Ethernet protocols are designed for messaging applications, so data
integrity is not of the highest priority. Data packets may be dropped without
warning in a busy network, and have to be resent. Since it is up to the receiver to
detect that a data packet has not arrived, and to request that it be resent, this can
cause additional network traffic.

With NFS file sharing there are some potential risks. Security controls can fairly
easily be by-passed. This may be a concern for certain applications. Also the
NFS file locking mechanism is not foolproof, so that multiple concurrent updates
could occur in some situations.

Impact of backup/restore applications

One of the potential downsides of NAS is the consumption of substantial
amounts of LAN bandwidth during backup and restore operations, which may
impact other user applications. NAS devices may not suit applications which
require very high bandwidth. To overcome this limitation, some users implement
a dedicated IP network for high data volume applications, in addition to the
messaging IP network. This can add significantly to the cost of the NAS solution.

1.5.6 Total cost of ownership

Because it makes use of both existing LAN network infrastructures and network
administration skills already employed in many organizations, NAS costs may be
substantially lower than for directly attached or additional SAN-attached storage.
Specifically, NAS-based solutions offer the following cost-reducing benefits:

» They reduce administrative staff requirements.
» They improve reliability and availability.
» They bridge the gap between UNIX and Windows environments.
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Reduced administrative staff requirements

Implementing single or clustered NAS systems to manage your networked
storage concentrates the administrative tasks and thereby reduces the number
of people required to maintain the network. Since the NAS system is a headless
system, administration is usually performed via a Web-based GUI interface
accessible from anywhere on the network. In addition, more capacity can be
managed per administrator, thus resulting in a lower cost of ownership.

Improved reliability and availability

In today’s business world, it has become the de facto standard to provide clients
with access to information 24 hours per day, 7 days per week, allowing very little
time available for unplanned outages. The IBM TotalStorage NAS Gateway 500
offers the ability to provide excellent availability with options for clustered models.

Bridges the gap between UNIX and Windows environments
Most companies today contain heterogeneous operating environments. A NAS
solution offers clients the ability for true cross-platform file sharing between
Windows and UNIX clients by offering support for CIFS and NFS. This becomes
increasingly important when application data becomes more common across
platforms.

1.6 Industry standards

There is a clear client need for standardization within the storage networking
industry to allow users to freely select equipment and solutions, knowing that
they are not tying themselves to a proprietary or short term investment. To this
end, there are extensive efforts among the major vendors in the storage
networking industry to cooperate in the early agreement, development, and
adoption of standards. A number of industry associations, standards bodies, and
company groupings are involved in developing and publishing storage
networking standards. The most important of these are the Storage Networking
Industry Association (SNIA) and the Internet Engineering Task Force (IETF).

In addition, IBM, IBM Business Partners, and other major vendors in the industry,
have invested heavily in inter-operability laboratories. The IBM laboratories in
Gaithersburg (Maryland, USA), Mainz (Germany), and Tokyo (Japan) are
actively testing equipment from IBM and many other vendors, to facilitate the
early confirmation of compatibility between multiple vendors servers, storage,
and network hardware and software components.
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1.6.1 Storage Networking Industry Association

The Storage Networking Industry Association (SNIA) is an international
computer industry forum of developers, integrators, and IT professionals who
evolve and promote storage networking technology and solutions. SNIA was
formed to ensure that storage networks become efficient, complete, and trusted
solutions across the IT community.

SNIA is accepted as the primary organization for the development of SAN and
NAS standards, with over 150 companies and individuals as its members,
including all the major server, storage, and fabric component vendors. SNIA is
committed to delivering architectures, education, and services that will propel
storage networking solutions into a broader market.

IBM is one of the founding members of SNIA, and has senior representatives
participating on the board and in technical groups. For additional information on
the various activities of SNIA, see its Web site at:

http://www.snia.org

1.6.2 Internet Engineering Task Force

The Internet Engineering Task Force (IETF) is a large open international
community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet architecture and the smooth
operation of the Internet. It is open to any interested individual. The actual
technical work of the IETF is done in its working groups, which are organized by
topic into several areas (for example, routing, transport, and security).

For more information on the IETF and its work groups, refer to:

http://www.ietf.org
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Products overview

This chapter provides a brief overview of each of the IBM products used during
the development of this redbook. The IBM Enterprise Storage Server® (ESS),
the IBM Fibre Array Storage Technology (FAStT) and the IBM SAN Fibre
Channel Switch. The hardware configurations of each of the products used in our
environment are not covered here, but are addressed in the subsequent
chapters.
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2.1 IBM TotalStorage NAS Gateway 500

The new IBM TotalStorage NAS Gateway 500 is part of the overall IBM Storage
Networking offering of hardware, software, and services. IBM network attached
storage (NAS) products provide you with additional building blocks to increase

the flexibility, efficiency, and effectiveness of your storage networking solutions.

The IBM TotalStorage NAS Gateway 500 provides network file serving. It allows
client computer systems residing on a traditional Internet Protocol (IP)
communications network to access disk storage residing on a Fibre Channel
Storage Area Network (SAN). It does this by supporting network file protocols
such as Network File System (NFS), Common Internet File System (CIFS),
Hypertext Transmission Protocol (HTTP), and File Transfer Protocol (FTP). It
receives file requests from client computer systems on the communications
network using these network file protocols and satisfies these requests by
accessing the disk storage on the SAN. In addition, it supports the IBM
TotalStorage SAN Volume Controller and the IBM TotalStorage SAN Integration
Server.

The NAS Gateway 500 is an optimized, high performance server designed to
provide shared data to both clients and servers in Windows, UNIX, and mixed
environments. Attached directly to both the LAN and the SAN, the NAS Gateway
500 off-loads general file sharing from other servers, freeing those servers to
handle more resource-intensive application processing. Adding the NAS
Gateway 500 to the LAN and SAN does not affect any other systems in either of
these networks, and upgrading other servers, clients, or applications does not
impact the NAS Gateway 500.

The NAS Gateway 500 is a specialized NAS device acting as a high-bandwidth
conduit. It connects LAN-attached clients and servers to the SAN through
high-speed Fibre Channel paths.

The NAS Gateway 500 can be a valuable addition to your storage network
strategy because:
» |tis easy to use and install.

» |tis a headless device — it requires no keyboard, mouse, or display to
configure and maintain.

» It supports CIFS, NFS, FTP, and HTTP.
» It has a Snap Shot function for point-in-time backups.

» It includes Web-based GUI administration tools as well as a command line
interface.
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2.1.1 NAS Gateway 500 connectivity

The NAS Gateway 500 comes shipped with standard hardware. Since the NAS

Gateway 500 is a NAS device designed for a specific purpose, it is equipped with
the hardware required to integrate it directly into your network. There is optional
hardware available to improve performance, connectivity, and availability.

The NAS Gateway 500 is designed to work in heterogeneous environments right
out of the box. Figure 2-1 visually demonstrates how the built-in features of the
NAS Gateway 500 allow it to plug into almost any environment.
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Figure 2-1

Visualization of features of the NAS Gateway 500
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2.1.2 IBM NAS Gateway 500 sample storage connectivity

The NAS Gateway 500 supports connectivity to a variety of IBM storage
products. Figure 2-2 shows sample connectivity between the NAS Gateway 500
and the ESS, FAStT, or the SAN Volume Controller. The NAS Gateway 500 can

attach one storage type at a time.

ESS

- Clienta . o |
_— i Application
! Client b server
Ethernet - /J
IP network - -
Fibre

Channel

IBMTotalStorage
NAS Gateway 500

Figure 2-2 NAS Gateway 500 connectivity with ESS, or FAStT

The NAS Gateway 500 high-speed system connects your Ethernet LAN to
storage resources on your SAN. These are high-performance models which are
designed to link application servers, transaction servers, file servers, and
end-user clients to storage resources located on the SAN, 24 hours a day, 7 days

a week.

2.1.3 NAS Gateway 500 features

The NAS Gateway 500 is a rack-mounted storage server that connects LAN
servers and clients to a storage area network (SAN) and allocates storage on
approved SAN devices. It is capable of operating in a single-node (one server)
configuration or dual-node (two servers) clustered configuration. The internal
disk storage is for the operating system and associated software.

The NAS Gateway 500 is meant to be utilized with an intelligent disk storage
subsystem, such as the IBM Fibre Array Storage Technology (FAStT) product
line or the IBM Enterprise Storage Server (ESS) product line. The back-end disk
storage subsystem is separate from the NAS Gateway 500 and provides the disk

storage for client data.
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The NAS Gateway 500 supports the attachment of:

» IBM FASHT product line

» IBM Enterprise Storage Server

» IBM TotalStorage SAN Volume Controller
» IBM TotalStorage SAN Integration Server

The amount of storage that can be attached to the NAS Gateway 500 is only
limited by the amount of storage supported by a single disk storage subsystem.
For FAStT900 that amount is 56 TB. For Enterprise Storage Server, Model 700,
that amount is 32.8 TB.

2.1.4 Hardware components

The NAS Gateway 500 is a rack-mounted device occupying 4 rack units

(see Figure 2-3). The base hardware contains a number of design features that
increase reliability and availability, including hot-swappable redundant power
supplies, redundant cooling, hot-plug PCI-X adapters, Predictive Failure
Analysis®, a dedicated service processor to monitor the main processors,
extended error handling on the PCI bus, and redundant CPUs with dynamic
processor deallocation that allows a processor to be taken offline without a
reboot. It is also possible to order multiple adapters to provide redundant data
paths. All memory is error correcting.

Figure 2-3 NAS Gateway 500 front view

The basic hardware building block is a Node (Engine). Each node can have two
or four processors, and these are referred to as 2-way or 4-way processors.The
processor books are mechanical assemblies that contain a two-way processor
card. The two 1.45Ghz Power 4+ processors on this card share a common 1.44
MB L2 cache and share a common 8 MB L3 cache. Single Nodes can be
clustered into Dual Node systems, but a Dual Node system should not be
confused with a 2-way processor.
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Memory (each engine)

» 16 GB for a two-way system (4 GB minimum)
» 32 GB for a four-way system (8 GB minimum)

Hard disk drives (HDDs)

» One or two Ultra 160 10,000 rpm 36.4 GB hard disk drives. Only one drive is
used if mirroring feature code is not installed. Otherwise, two hard disk drive
bays are used. Hard disk drives are used for the operating system and
application programs such as UPS shutdown programs.

Adapters

1-Port Gigabit Ethernet SX Adapter 1000 Mbps

2-Port Gigabit Ethernet SX Adapter 1000 Mbps

1-Port Gigabit Ethernet TX Adapter 10/100/1000 Mbps
2-Port Gigabit Ethernet TX Adapter 10/100/1000 Mbps
1-Port 2 Gigabit Fibre Channel HBA

2-Port 2 Gigabit Fibre Channel HBA

YyVyVYyVvYVvYyYy

Interoperability

Connection to the disk storage subsystem can be made directly from the NAS
Gateway 500 to storage controllers, or can be made through Fibre Channel
switches or directors. While using clustering, no direct connection can be used.
The following switches and directors are supported:

Cisco MDS 9216 Multilayer Fabric Switch (IBM 2062 Model D01)

Cisco MDS 9509 Multilayer Directors (IBM 2062, Models D07 and T07)
CNT FC/9000 Fibre Channel Directors (2042 Models 001, 128, and 256)
IBM TotalStorage SAN Switches (2109 Models F16, F32, M12 and 3534
Model F08)

McDATA ED/5000 Fibre Channel Director (2032—001)

McDATA Intrepid 6064 Enterprise Fibre Channel Director (2032-140)
McDATA Intrepid 6140 Enterprise Fibre Channel Director (2032-064)
McDATA Sphereon 4500 Fabric Switches (2031 Models 016, 032, 216, 224,
and 232)

Brocade SilkWorm 2400

Brocade SilkWorm 2800

Brocade SilkWorm 3800

Brocade SilkWorm 3900

Brocade 12000

Brocade SilkWorm 2010 with full-fabric switch upgrade

vyvyyy vyvyyvyy

vyVyVYyVvYyYYvYyyYy
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2.1.5 Software components

The NAS Gateway 500 system software consists of a tightly integrated collection
of system software that provides the features and functions necessary for an
enterprise-class highly-scalable Network Attached Storage (NAS) gateway.
These features and functions include an industrial strength operating system, a
highly scalable file system, flexible user interfaces, robust data protection
capabilities, storage management facilities, systems management, and
performance management features.

Operating system

The NAS Gateway 500 system software utilizes the IBM AIX 5L™ 5.2B operating
system. This is the IBM version of the UNIX operating system. The NAS
Gateway 500 utilizes a 64-bit AIX kernel in order to leverage the 64-bit
processing power of the IBM Power 4+ processor technology inside the NAS
Gateway 500. The operating system provides normal operating system facilities,
such as process and thread scheduling, memory (real and virtual) management,
I/O management, network management, and user/group management.

File system

The NAS Gateway 500 system software utilizes the Enhanced Journaled File
System (JFS2) as the underlying file system for NAS volumes. JFS2 is a highly
scalable journaled file system in which changes to the metadata associated with
files and directories are committed to the file system log first before being written
to the file system. The file system log is used to insure the integrity and
consistency of the file system at all points in time. The file system log is used in
case of system failure to insure that the file system is consistent (all the internal
data structures associated with the file system are consistent) when the system
is restarted following a system crash or when the NAS volumes (file systems) are
failed-over to another NAS Gateway 500 in a clustered high-availability
configuration.

User Interfaces
The NAS Gateway 500 system software provides three user interfaces:
» Command Line Interface (CLI):

The command line interface (CLI) provides the necessary commands to
configure, monitor and manage the NAS Gateway 500. The CLI is often
preferred by experienced system administrators, especially those familiar with
UNIX operating systems.

» System Management Interface Tool (SMIT):

The Systems Management Interface Tool (SMIT) provides a menu-driven
environment for managing the NAS Gateway 500. The administrator is
presented with a set of menus for managing specific functional areas within
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the product, such as administrators, client access, networking, devices, file
serving, and general system environment.

» Web-based System Manager (WebSM):

The Web-based Systems Manager (WebSM) is a Web-based graphical user
interface (GUI) for configuring, monitoring and managing the NAS Gateway
500. WebSM can be used to remotely manage one or more NAS Gateway
500s. This user interface is likely to be preferred by system administrators
that are more comfortable working with a graphical user interface.

Data protection

The NAS Gateway 500 system software includes a number of features for data
protection:

» Local volume mirroring

» File system snapshot and rollback capability

» NAS volume mirroring

» IBM Tivoli Storage Manager backup and recovery capability

The system software includes the IBM Tivoli Storage Manager client and
storage agent. Clients using the IBM Tivoli Storage Manager to provide
distributed backup and recovery capabilities across their enterprise, can
seamlessly integrate the NAS Gateway 500 into their IBM Tivoli Storage
Manager environment.

Storage management

The system software includes the IBM Tivoli Storage Resource Manager agent.
IBM Tivoli Storage Resource Manager is an enterprise-wide storage resource
management application. Clients utilizing IBM Tivoli Storage Resource Manager
for enterprise-wide storage resource management, can seamlessly integrate the
NAS Gateway 500 into their IBM Tivoli Storage Resource Manager environment.

SAN management

Because the NAS Gateway 500 is a gateway product that is intended to be used
in conjunction with a fibre-channel attached disk storage subsystem, it includes
the IBM Tivoli Storage Area Network Manager agent. This agent works in
conjunction with the IBM Tivoli SAN Manager software product to provide the
client with an enterprise-wide view of their SAN.

Optional software features

The NAS Gateway 500 system software currently provides the following optional
software features (please check the NAS Gateway 500 Web site for updates):

» CIFS file serving:

The CIFS file serving optional software feature provides a CIFS file server.
The CIFS file server allows client computer systems running versions of the
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Windows operating system to access the file systems (shares) exported by
the NAS Gateway 500 using the Microsoft Common Internet File System
(CIFS). CIFS is sometimes referred to as the Server Message Block (SMB)
network file protocol. If clustered, CIFS must be installed on both nodes.

» Clustering:

The optional clustering software feature allows two NAS Gateway 500s to be
clustered together in a dual-node high availability (HA) configuration. The
purpose of clustering is to improve data availability, by continuing to provide
access to the file systems (through network file protocols) even in the event
that one of the two NAS Gateway 500s fails. The optional clustering software
feature must be ordered on both of the NAS Gateway 500s being used in a
dual-node high-availability clustered configuration. In addition, if you are
using CIFS, the CIFS option must be ordered for both nodes.

2.1.6 NAS Gateway 500 volumes

In order to begin NAS Gateway 500 volume management, your SAN disks must
be configured and defined as physical volumes ready for use in a NAS volume.

After storage has been set up and allocated using FAStT or ESS system, a NAS
Gateway 500 volume can be created and configured for file serving. During the
creation process, you can specify the maximum number of snapshots that will be
allowed for this volume and the total percentage of the file system that should be
reserved for the snapshots. Additionally, in a clustered system, you can specify
which host will be the priority owner for the volume. A NAS volume can span
across multiple disks. This allows users the ability to create multiple volumes for
multiple purposes, with varying storage sizes.

A resource group is a set of resources handled as one unit for failover purposes.
In the NAS Gateway 500, the resource group would contain the volumes, NFS
exports, CIFS shares, and the IP address(es) used to access those volumes.
Currently, there is one resource group associated with each node. This facility
allows high-availability in the case of a node failure, such that the other node will
be able to pick up the volumes associated with failed node.

Once created, the following tasks can be applied to a NAS Gateway 500 volume:

Changing (name or owning resource group) a volume

Deleting a volume

Defragmenting a volume

Exporting (remove only the definition but keep the content) a volume
Importing an existing volume into a system

Extending the size of a volume

Copying a volume

Replacing a disk within a volume

YyVyVYyVYVYVYYY
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Mounting a volume

Unmounting a volume

Mirroring a volume

Unmirroring a volume
Synchronizing a volume

Listing NAS volumes in a system
Viewing NAS volume statistics

vVvyvVvyvYyvYyYYyvyYy

The snapshot functions

The NAS Gateway 500 snapshot captures a consistent block-level image of a
volume at any given point in time. The snapshot remains the same even if the
source volume changes. The snapshot can then be used to create a backup of
the volume. The snapshot also provides the capability to access files or
directories as they were at the time of the snapshot. The snapshot can be
generally viewed as a mechanism of backing up a specific NAS volume.

You can create a snapshot at a specified time or after a particular action takes
place on a recurring basis. You can take individual snapshots at specific times
even if no one is available to administer the NAS Gateway 500. You can take
monthly, weekly, daily, or hourly snapshots. The snapshot command also has
the capability of calling a separate backup command to back up the newly
created snapshot immediately to a specified location in storage and then delete
it.

2.1.7 NAS Gateway 500 file serving

The NAS Gateway 500 provides network file-serving capabilities by supporting
the following network file protocols:

» Network File System (NFS Version 2 and 3) for predominately UNIX/Linux
environments:

The system software supports the latest NFS protocol update, NFS Version
3, and provides an NFS Version 2 client and server. The system software is,
therefore, backward compatible with an existing install base of NFS clients
and servers. Typically, the NAS Gateway 500 is the NFS server providing file
access to other clients; however, it is also possible for the NAS Gateway 500
to be a client to another NFS server.

» Common Internet File System (CIFS) for Windows environment:

The NAS Gateway 500 contains optional Common Internet File System
(CIFS) server software to provide file sharing to Windows clients. When
started, the CIFS server responds to SMB/NetBIOS requests on all
operational TCP/IP interfaces. The User Mapping wizard helps you create
Windows-to-UNIX username mappings, which allows Windows users to
transparently access CIFS shares.
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» Hypertext Transmission Protocol (HTTP):

The NAS Gateway 500 has HTTP file sharing protocol preloaded on the
system. It allows clients with a Web browser to access files stored on the NAS
Gateway 500.

» File Transfer Protocol (FTP):

The FTP file share protocol is enabled by default at system startup on the
NAS Gateway 500.

2.1.8 Integrated data protection

The IBM NAS Gateway 500 helps safeguard the most valuable asset of an
organization — its data — by providing features such as:

» LAN free backup support using IBM Tivoli Storage Manager
» NAS Gateway 500 dual path SAN implementation usage of SDD/RDAC
» Backup of RootVG to external storage (NIM server, tape or DVD-RAM)

» Recovery of system to manufacturing state and restoring back to pre-disaster
state with restnasb and snapshot rollbacks

» User recovery of files with snapshots

The IBM Tivoli Storage Manager Client/Agent, IBM Tivoli Resource Manager
Agent and IBM Tivoli SAN Manager Agent are preinstalled on the product.

2.1.9 IBM Tivoli Storage Manager integration

SAN technology provides an alternative path for data movement between the
IBM Tivoli Storage Manager client and the server. Shared storage resources
(disk, tape) are accessible to both the client and the server through the SAN.
Data movement is off-loaded from the LAN and from the server processor and
allows for greater scalability. LAN-free backups decrease the load on the LAN by
introducing a Storage Agent.

For more information on IBM Tivoli Storage Manager concepts, please refer to
the following IBM Redbook: IBM Tivoli Storage Management Concepts,
SG24-4877-03, available at:

http://publib-b.boulder.ibm.com/Redbooks.nsf/RedbookAbstracts/sg244877 .html?0pen
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2.1.10 High availability configuration using redundant storage

36

The clustering is accomplished using the High Availability Clustered
Multiprocessing (HACMP) software. The dual-node clustered configuration is
normally an active/active configuration. By active/active, it means that each of
the NAS Gateway 500s is actively processing network file requests for the file
systems (NAS Volumes) that it owns and is exporting for network file access.

Each NAS Gateway 500 is exporting a different set of file systems for network file
access. In the event that one of the NAS Gateway 500s were to experience a
failure, the resources (file systems, disk volumes, and IP addresses) owned by
the failed node are transferred to the remaining node. Therefore, network file
access to the file systems exported by the failed node continue to be processed
by the remaining node. The key benefit of an active/active configuration is that
both nodes are actively processing network file system requests, so each node is
performing productive work

The IBM TotalStorage NAS Gateway 500 cluster is a 2-node solution serving
over a single physical network, meaning that all Ethernet ports defined to the
cluster must be routable to each other. If desired, both machines can be actively
serving volumes in an active-active configuration, though they will not be serving
the same volumes

The IBM TotalStorage NAS Gateway 500 solution uses the IP Address Takeover
(IPAT) through IP Aliasing feature of HACMP 5.1 rather than traditional IPAT. IP
aliasing is faster than traditional IPAT, and it allows for multiple file serving IP
addresses to be assigned to the same node or even to the same Ethernet
adapter. Figure 2-4 shows a typical cluster configuring including redundant fabric
and storage.
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Figure 2-4 High available configuration

To keep a mirrored copy of a volume in the case of a disk failure, use the mirvol
command. This allows the information on a NAS Volume to be synchronized on
another disk or set of disks. You can have up to two mirrored copies of a NAS
volume.

2.1.11 More information

You can find more information about IBM NAS Gateway 500 from these following
Web sites:

http://www.storage.ibm.com/snetwork/nas/500/index.html
http://www.storage.ibm.com/snetwork/nas/index.html
http://www.storage.ibm.com/solutions/globalservices/index.html

For more information about the cluster configuration, refer to the HACMP for AlX,
Concepts and Facilities Guide at:

http://publibfp.boulder.ibm.com/epubs/pdf/c2348640.pdf

Chapter 2. Products overview 37


http://www.storage.ibm.com/snetwork/nas/index.html
http://www.storage.ibm.com/solutions/globalservices/index.html
http://publibfp.boulder.ibm.com/epubs/pdf/c2348640.pdf
http://www.storage.ibm.com/snetwork/nas/500/index.html

2.2 IBM Enterprise Storage Server (ESS)

This topic provides a brief overview of the major IBM Enterprise Storage Server
(ESS) components, features, and benefits. For more detailed information, please
refer to the redbook, The IBM Enterprise Storage Server, SG24-5645, or to the
product Web site:

http://www.storage.ibm.com/disk/ess/index.html

2.2.1 Overview

The IBM TotalStorage Enterprise Storage Server (ESS) Model 800 (see

Figure 2-5) helps set new standards in performance, automation, and integration
as well as capabilities that support continuous availability to data for the
on-demand world. This storage system also supports many advanced functions,
which can be critical for increasing data availability during planned outages and
for protecting data from planned and unplanned outages. These advanced
functions can provide important disaster recovery and backup protection.

Figure 2-5 IBM TotalStorage Enterprise Storage Server (ESS) Model 800

2.2.2 Product highlights

38

These are only a few of the product highlights. Again, please refer to product
specific Web sites and redbooks for more details:

» Supports storage sharing for IBM @server™ pSeries® and UNIX®,
Microsoft® Windows NT®, Microsoft Windows® 2000, Microsoft® Windows
Server® 2003, Novell NetWare, Linux® and SGI® IRIX® platforms; IBM
@server™ iSeries™ and AS/400® platforms; and IBM @server™ zSeries®
and S/390® platforms.
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» Supports fast data transfer rates with attached hosts via ESCON®, FICON®,
Fibre Channel, 2 Gigabit Fibre Channel/FICON or Ultra SCSI

» Designed to provide outstanding performance with dual cluster RISC SMP
processors, large cache and serial disk attachment

» Uses redundant hardware, mirrored write caches and RAID-5 and RAID-10
protection for "disks" to support high availability for mission critical business
applications

2.3 IBM Fibre Array Storage Technology (FAStT)

This topic provides a brief overview of the major IBM FAStT components,
features and benefits. For more detailed information, please refer to the redbook,
Fibre Array Storage Technology - A FAStT Introduction, SG24-6246 or to the
product Web site:

http://www.storage.ibm.com/disk/fastt/index.html

2.3.1 Overview

IBM FAStT900 Storage Server delivers breakthrough disk performance and
outstanding reliability for demanding applications in compute intensive
environments. The FAStT900 is designed to offer investment protection with
advanced functions and flexible features. Designed for today’s on-demand
business needs, the FAStT900 offers up to 32TB of Fibre Channel disk storage
capacity with the EXP700. FAStT900 Offers advanced replication services to
support business continuance and disaster recovery. The FAStT900 is an
effective storage server for any enterprise seeking performance without borders
(see Figure 2-6).

Coupled with the EXP100, it allows you to configure RAID protected storage
solutions of up to 56 TB to help provide economical and scalable storage for your
rapidly growing application needs for limited access, data reference, and
near-line storage.
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Figure 2-6 IBM TotalStorage FAStT900 Storage Server

2.3.2 Product highlights

These are only a few of the many product highlights. Again, please refer to
product specific Web sites and redbooks for more details:

>

Data protection with dual redundant components, multiple RAID levels, LUN
masking, and enhanced management options.

Storage Consolidation for SAN, NAS, and direct-attach environments.
Investment protection throughout the FAStT family of storage systems.

Future releases are planned to support intermix of EXP100 and EXP700 disk
drive enclosures to a FAStT900.

Support for IBM AIX ® , Microsoft ® Windows® 2000, Windows NT® ,
Windows Server 2003, Novell™ Netware™, Sun Solaris , HP-UX, Red Hat
Linux, VMWare, Linux |1A64.

Supports EXP700 or EXP100 drive enclosures to preserve investment in
FASLT storage.

Scales up to 32 terabytes (TB) of Fibre Channel disk capacity using flexible
combinations of 18.2, 36.4, 73.4 and 146.8 GB drives with EXP700, or up to
56 terabytes (TB) of Serial ATA disk capacity with EXP100.
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2.4 IBM TotalStorage SAN Switch M12

This topic provides a brief overview of the major IBM TotalStorage SAN Switch
M12, features, and benefits. For more detailed information, please refer to the
redbook, Designing and Optimizing an IBM Storage Area Network Featuring the
IBM 2109 and 3534, SG24-6426-00, or to the product Web site:

http://www.storage.ibm.com/ibmsan/products/2109/m12/index.html

2.4.1 Overview

IBM TotalStorage SAN Switch M12 provides one or two 64-port, 2 Gigabit per
second director with high availability features including non-disruptive CP failover
and firmware activation. It provides mainframe server FICON, UNIX and
Intel®-based server Fibre Channel switching for high availability, scalable large
enterprise SANs with a common management system. Advanced Security can
help create a secure storage network infrastructure. Fabric Manager 4.1 feature
can simplify management of complex fabrics. Compatibility with the Brocade
Silkworm family of switches can enable interoperability with a wide range of
non-IBM server and storage devices (see Figure 2-7).

Figure 2-7 IBM TotalStorage SAN Switch M12
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2.4.2 Product highlights

These are only a few of the many product highlights. Again, please refer to
product specific Web sites and redbooks for more details:

» Designed to provide superior performance with up to 2 Gigabit/sec (Gbps)
throughput and Inter-Switch Link (ISL) Trunking with aggregate speed up to 8
Gbps.

» High port density packaging helps save rack space.

» FICON Director switching with Open/FICON intermix and FICON cascading
provides consolidated enterprise SAN infrastructure.

» High availability director, scalable from one 32-port switch to two 64-port
switches with 128 ports, is designed to enable large enterprise SANs

» Intelligent fabric management simplifies deployment, management, and
network growth.

» Advanced security with comprehensive, policy-based security capabilities can
improve availability and simplify operation.

» Offers advanced fabric services such as end-to-end performance monitoring
and fabric-wide health monitoring.

2.5 IBM TotalStorage SAN Volume Controller

This topic provides a brief overview of the major IBM TotalStorage SAN Volume
Controller, features, and benefits. For more detailed information, please refer to
the redbook, IBM TotalStorage, Introducing the SAN Volume Controller and SAN
Integration Server, SG24-6423-00, or to the product Web site:

http://www.storage.ibm.com/software/virtualization/svc/index.html

2.5.1 Overview

The IBM TotalStorage SAN Volume Controller is designed to reduce the
complexity and costs of managing storage networks. It allows users to virtualize
their storage and helps increase the utilization of existing capacity and centralize
the management of multiple controllers in an open-system SAN environment.
The SAN Volume Controller now supports attachment to non-IBM storage
systems. Now storage administrators can reallocate and scale storage capacity
and make changes to more underlying storage systems without disrupting
applications.
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2.5.2 Product highlights
The IBM TotalStorage SAN Volume Controller is designed to:

» Provide a centralized control point for managing an entire heterogeneous
SAN, including storage volumes from disparate vendor devices.

» Help optimize existing IT investment by virtualizing storage and centralizing
management.

» Reduce downtime for planned and unplanned outages, maintenance and
backups.

» Increase storage capacity utilization, uptime, administrator productivity and
efficiency.

» Provide a single set of advanced copy and backup services for multiple
storage devices.

2.6 IBM TotalStorage SAN Integration Server

This topic provides a brief overview of the major IBM TotalStorage SAN
Integration Server, features, and benefits. For more detailed information, please
refer to the redbook, IBM TotalStorage, Introducing the SAN Volume Controller
and SAN Integration Server, SG24-6423-00, or to the product Web site:

http://www.storage.ibm.com/software/virtualization/sis/index.html

2.6.1 Overview

The SAN Integration Server is designed to help integrate IBM virtualization
technology, Fibre Channel switches, and storage Redundant Array of
Independent Disks (RAID) technologies into a preconfigured, comprehensive
solution. Delivered and installed as a single unit, it offers upgrade options for
connectivity, storage capacity, and performance levels. The solution was
developed to provide the benefits of SAN with the ease of single-system
manageability. SAN Integration Server will initially be capable of scaling to over
100 terabytes (TB) of storage capacity and connecting up to 42 hosts.
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2.6.2 Product highlights
The IBM TotalStorage SAN Integration Server is designed to:

44

>

Provide an integrated, pre-configured, and easily implemented storage
solution.

Give users a centralized control point for managing an entire heterogeneous
SAN, including storage volumes from disparate vendor devices, from one
console.

Reduce downtime for planned and unplanned outages, maintenance and
backups.

Provide a single set of advanced copy and backup services for multiple
storage devices.

Offer a system architecture where storage capacity, server connectivity, and
performance are independently scalable to better accommodate changing
business needs.

The IBM TotalStorage NAS Gateway 500 Integration Guide



Part 2

SAN storage
configuration

This part of the book provides a step-by-step walkthrough, explaining how to
integrate the IBM TotalStorage NAS Gateway 500 into a storage network. We
also show how to connect the NAS Gateway 500 to various storage devices.
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NAS Gateway 500 storage
considerations

This chapter provides a step-by-step walkthrough, explaining how to integrate
the IBM TotalStorage NAS Gateway 500 into a storage network.

Important: Setting up SAN storage should be your first step. You will not be
able to share any data without SAN attached storage.

© Copyright IBM Corp. 2004. All rights reserved.
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3.1 Sharing SAN-based storage

We start with a step-by-step walkthrough that shows how to connect to NAS
Gateway 500 to the ESS and FASHT after re-initializing the system.

3.2 To SAN or not to SAN

With both the FASIT and the ESS, we describe connecting via the SAN and a
point-to-point connection (although we did not do both methods simultaneously).
The configurations of the FASLT, the ESS, and the NAS Gateway 500 are all
identical regardless of how they are attached. But please be aware that they use
different multi-path drivers. We will configure the switch early on, to show the
steps specific to setting up our SAN environment. We will be using the IBM 2109
as our fabric device. Additionally, we will be setting up a zone to isolate our
devices from devices being used for other purposes.

3.2.1 Finding the World Wide Name

You can obtain WWNs of the Fibre Channel adapters installed on NAS Gateway
500 via either a Web browser, WebSM, or command line tools. Here we explain
how to do it using these various methods.

Obtaining WWNs using a Web browser

If your external storage requires entry of the World Wide Name (WWN) for the
Fibre Channel host bus adapters installed in your NAS Gateway 500, they can
be obtained by opening a Web browser and entering:

http://hostname/NAS500GetWWN. htm1
Here, hostname is the hostname or IP address of your NAS Gateway 500
system. In case your NAS Gateway 500 is not within the same IP subnet, you

should use the full qualified domain name that is used with DNS name resolution;
for example:

nasgateway500.servers.mycompany.com
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Obtaining WWNs via WebSM

Connect to the NAS Gateway 500 via WebSM, and login with the root account.
On the left pane, expand the IP address of your NAS Gateway 500 under
Management Environment. Expand Devices, and then expand All Devices, as
shown in Figure 3-1.

2% Web-based System Manager - WebSM.pref: /Management Environment/9.1.38.198/Devices/All Devices
Console Devices Selected Wiew Window Help

=209 |cd® vIBEOeeE|EE

q
k

Mavigation Area Devices: All Devices

= Q Management Enviranment
=[] 9.1.38.188
[ overview
=] B‘? Devices
[ overview and Tasks
] Al Devices
5% Communicatian
(= Starage Devices
& Frinters
2] Displays
= Input Devices
BE multimedia
[ Systermn Devices
S5 Multipath 110
5% Metwork
ﬁﬁﬁ Users
Backup and Restore
E File Systems
@ Wolumes
= Processes
@ Systermn Environment
._% Subsystems
7 Custom Tools

0/100 Mbps Ethernet PCI Adapter 1 (1410013 {ent2)
= &= PCIBus (pcig)
= WidefUItra-3 SCSI O Contraller {sc=il)
=1 16 Bit LVD SCSI Disk Drive thdiskd)
= 16 Bit LVD SCSI Disk Drive thdisk1)
[ SCSl Enclosure Services Device (ses)
WidefUItra-3 SCSI O Contraller {scsil)
= &= PCIBus (pcif)
-Fort 1001 00/1000 Base-Tx PCI-X Adapter (14108902) {ent3
-Fort 1001 00/1000 Base-Tx PCI-X Adapter (14108902) {entd,
= &= PClBus (pcit)
= &= PCIBus (pcily
= C Adapter ifcs0)
[ FC SCSI IO Controller Protocal Device {fzcsil)
= &= PCIBus (pcid
WidefFast20 SCSI O Contraller {scsi2)
= &= PClBus (pcid)
= C Adapter fcs1)
[ FC SCSI IO Controller Protocal Device {fsesil)
= &= PCIBus (pci?y
= &= PClBus fpeilmy
= C Adapter ffes2)
[ FC SCSI IO Controller Protocal Device {fsesid)

{E3)

{E3)

FHoEHOEH

Figure 3-1 Expand all devices

Find the FC Adapter (fcsx) devices on the right pane, right-click each of these
devices, and select Vital Product Data. The vital product data of this Fibre
Channel adapter will shown. Scroll up in the window and find the Network
Address field. This is the WWN of this adapter (see Figure 3-2).
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#Working i =]
| [, Finished
D& [ iae Detais. |
Success Hide Details
® Messages ) Commands
Hanmufacturer.......coevuenns 001E = |
Feature Code/Marketing ID...5704
FRIT Number...ocvvveeinnnnnns 00p4z97
Deyice Specific. (ZM)........ 3
Network Address............. 10000000C934537E8
RO3 Lewel and ID............ O0ZEO1035
Deyice Specific. (Z0)........ 200350680
Deyice Specific.(Z1)........ oooooooo
Deyice Specific. (Z2)........ oooooooo
Deyice Specific. (Z3)........ 03000909
Deyice Specific.(Z4)........ FF&501032 =
Find: | Findnes |
e |

Figure 3-2 The vital product data of a Fibre Channel adapter

Obtaining WWNs via command line

Login the NAS Gateway 500 as root, from a serial terminal. Run the command
1scfg -vpl “fcs*” |grep Network to get the WWNs of all Fibre Channel
adapters installed (see Example 3-1).

Example 3-1 Iscfg -vpl “fcs*” Igrep Network

(/)-->1scfg -vpl "fcs*" |grep Network

Network Address............. 10000000C93487CA
Network Address............. 10000000C934863F
Network Address............. 10000000C93487B8
Network Address............. 10000000C934864F

You can also use the command 1scfg -vpl “fcs*” > foo.txt to put all vital
product data of the Fibre Channel adapters installed on NAS Gateway 500 to a
text file. You can keep this file for future usage. Here we give part of this file in
Example 3-2. You can find WWN, location information, microcode level, part
number, and plenty of other information about your Fibre Channel adapters in
this file.
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Example 3-2 The vital product data of a Fibre Channel adapter

fcs2

fcs3

U0.1-P2-16/Q1 FC Adapter

Part Number................. 00P4295

EC Level.veereninenenennnnnn A

Serial Number............... 1E323088E2
Manufacturer................ 001E

Feature Code/Marketing ID...5704

FRU Number.......cccvvvenen... 00P4297
Device Specific.(ZM)........ 3

Network Address............. 10000000C93487CA
ROS Level and ID............ 02E01035
Device Specific.(Z0)........ 2003806D
Device Specific.(Z1)........ 00000000
Device Specific.(Z2)........ 00000000
Device Specific.(Z3)........ 03000909
Device Specific.(Z4)........ FF601032
Device Specific.(Z5)........ 02E01035
Device Specific.(Z6)........ 06631035
Device Specific.(Z7)........ 07631035
Device Specific.(Z8)........ 20000000C93487CA
Device Specific.(Z9)........ HS1.00X5
Device Specific.(ZA)........ H1D1.00X5
Device Specific.(ZB)........ H2D1.00X5
Device Specific.(YL)........ U0.1-P2-16/Q1

U0.1-P2-15/Q1 FC Adapter

Part Number...........o..... 00P4295

EC Level.ueveneenininnnnnnn A

Serial Number............... 1E3230890F
Manufacturer................ 001E

Feature Code/Marketing ID...5704

FRU Number.......ccevveen... 00P4297
Device Specific.(ZM)........ 3

Network Address............. 10000000C934863F
ROS Level and ID............ 02E01035
Device Specific.(Z0)........ 2003806D
Device Specific.(Z1)........ 00000000
Device Specific.(Z2)........ 00000000
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3.3 SAN storage considerations

Before you start to plan for, configure, or install your environment or additional
software (like multipathing) on the NAS, consider your environment and which
configuration you need.

Keep the requirements of all components in mind. All participating products must
be checked for their interoperability. These are the storage subsystem, the
Fabric (SAN Switches), the NAS Gateway 500 itself (HBA, HACMP, Base OS)
and the multipathing software.

Note: All configuration and installation steps in the following steps are specific
for the software and hardware we used in our lab. Changes and differences
may appear with newer versions and levels.

Be clear about:

» Infrastructure (connectivity of the NAS you are employing)
» Devices (storage devices connected to the NAS Gateway 500)
» HBAs (that you are using in your NAS Gateway 500) (FC 6239 / FC 6240)

3.3.1 Infrastructure

Planning and implementing the infrastructure of the NAS Gateway 500 bears a
basic relationship to the SAN environment. More information on planning and
implementing a SAN environment can be found in the IBM Redbook, Designing
and Optimizing an IBM Storage Area Network, SG24-6419, and the redbook,
IBM SAN Survival Guide, SG24-6143.

This part of the redbook just alludes to some important issues. The NAS
Gateway 500 can be attached in several ways: direct attached connectivity, or
via a Storage Area Network (SAN).

Direct attached connectivity is cheaper, but much less flexible and scalable.
Switched Fabric connectivity allows you zoning, fabric security, a very flexible
environment, and sharing of devices between other systems.

Regarding availability, you should consider using multiple paths to the Storage
devices. This involves more than just using two Fibre Channel Adapters in the
NAS Gateway 500.

Figure 3-3 shows various connectivity considerations, using five graphics
arranged from left to right.
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Figure 3-3 Connectivity considerations

The leftmost graphic represents the simplest solution. It provides one Fibre
Channel link to the storage device with direct attached connectivity. This link is
dedicated (server - storage) and in case of a failure (link; HBA) it is not
redundant. The throughput is limited to one link.

The second graphic illustrates a direct attached connectivity with multiple paths
to the storage device. This case implies the need for multipathing software. The
server can access the volume in the storage device by both links. The hdisk (in
our NAS Gateway 500 environment) would be detected by the configuration
manager twice. The configuration manager (cfgmgr) runs at system start and on
demand by issuing the cfgmgr command. To avoid the dual disk issue, the
multipathing software has to be applied.

The graphic in the middle describes a single switch connectivity with one
server-switch link and two links to the subsystem. This configuration also needs
multipathing software, because the volume is accessible through both
switch-storage links. If only one connection between switch and storage is used,
the multipathing software will not be necessary. But keep in mind that just one
connection could limit availability and throughput.
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The second graphic from the right side describes a SAN based configuration
using multiple HBAs from server to switch, and multiple connections between
switch and storage device. This configuration additionally needs a multipathing
software and is very flexible regarding the sharing of ports between multiple
initiators (servers). The only weak point is the switch; if it fails, all connections are
cut off.

The graphic on the very right side demonstrates the most flexible, redundant,
and performing configuration. All components are redundant (even the server
can be redundant via HACMP). The usage of two separated fabrics provides
reliability and prevents outage even if one fabric fails (in the picture, a single
Fibre Channel switch). Multipathing software is obligatory.

Detailed information about how to set up ESS Volumes and Host assignments
can be found in Chapter 6, “ESS storage configuration” on page 93.

Before you proceed, make sure the NAS Gateway 500 is correctly cabled and
connected. Verify the SAN zoning.

3.3.2 Storage devices

This section deals with considerations on which storage devices are connected
to the NAS Gateway 500. Be sure to use a supported configuration. Take a look
at the interoperability matrix of the NAS Gateway 500, which can be found in the
Web at:

http://www.storage.ibm.com

We describe the configuration of volumes by means of examples in Chapter 6,
“ESS storage configuration” on page 93.

Depending on the storage subsystem, you will choose the multipathing software.
Be sure your configuration needs multipathing, because it may not be supported
to run multipathing software with only one path.

Attention: Check the interoperability matrixes and Web documents for which
multipathing software is suitable for your disk subsystem.

At the time of writing this book, MPIO was not supported in a clustered
environment in conjunction with ESS. So we will describe how to install and
set up SDD (Subsystem Device Driver)
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The NAS Gateway 500 is shipped with pre-installed multipathing drivers (RDAC
and MPIO):

» RDAC (This is Multipathing Software for FASIT storage subsystems).

» MPIO (multi-path 1/0) is a technology that was introduced as part of the AIX
5.2 operating system.

If you want to connect to an ESS using multiple paths, you must use Subsystem
Device Driver (SDD). The MPIO Driver also does this for an unclustered NAS
Gateway 500 attached to ESS. Subsystem Device Driver (Multipathing Software
for the ESS) is not pre-installed on the NAS Gateway 500. However, you can
connect FASIT storage to your NAS Gateway 500 without adding additional
software.

You can download the latest version of SDD from the Net. Check for the latest
Version:

http://www-1.ibm.com/servers/storage/support/software/sdd.html
Verify if the provided SDD Version is supported with the NAS Gateway 500,
check prerequisites of SDD in the readme files, and installation documentation.

Restrictions and prerequisites may appear. Look for required PTFs. You should
also verify prerequisites regarding the ESS Interoperability Matrix:

http://www.storage.ibm.com/disk/ess/supserver.htm
Look for entries regarding the NAS Gateway 500.

We needed to use Licensed Internal Code (LIC) Level 2.2.0 or higher in the ESS.

Tip: If you have to upgrade the ESS microcode regarding the prerequisites,
plan this before attaching to the NAS Gateway 500.

3.3.3 Host attachment scripts

If all prerequisites are met, we can go on with the procedure. Before installing the
Multipathing Software SDD, we had to install ESS attachment scripts on the NAS
nodes. The following procedure describes how to prepare for the attachment
scripts and how to install them.

Migration steps from MPIO environment to SDD environment

If you install the Host attachment scripts (ibm2105.rte) the first time on the NAS
Gateway 500, you first have to remove the MPIO drivers. On a command line,
check if the attachment scripts are installed:

1slpp -La | grep ibm2105
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Figure 3-4 displays the situation where MPIO (ibm2105mpio.rte) is installed,

and the ESS Host attachment scripts (ibm2105.rte, which is a prerequisite for
SDD) are not yet installed. Both versions will not coexist on the NAS Node, so
you have to unconfigure and remove the MPIO package.

(/>—21s1pp -La | grep ibm2165
ibm2185mpio .rte 1.8.
CAd——

8.8 G F IBM 2185 Host Attachment for

Figure 3-4 Check installed file set
To unconfigure MPIO devices, determine which disks to remove.

On a command prompt, issue the following command as root user:
1sdev -Cc disk.

Attention: In our case, the first two disks (16 Bit LVD SCSI Disk Drive)
hdisk0 and hdisk1 are the operating system disks (internal SCSI disks).
You must not remove them. Please be aware that these numbers cannot be
guaranteed and might change if you have more disks in your system.

Use the command rmdev -d1 hdiskX -Rto delete all MPIO disks (for example,
rmdev -d1 hdisk2 -R). The command deletes the disk from the ODM, including
all child devices.

Figure 3-5 shows an environment with only the internal disks. Please be aware
that the numbers may change.

(/>—>1lsdev —Cc disk
hdizk# Available 15-08-00-8.8 16 Bit LUD SCSI Disk Drive
hdizkl fAvailable 15-88-8@-9.8 16 Bit LUD SCEI Disk Driwve

CAr—2

Figure 3-5 All MPIO devices removed

Now you can remove the ibm2105mpio.rte file set. Open a command line as
root and enter the command:

installp —u ibm2105mpio.rte

This will remove the MPIO file set as shown in Figure 3-6.
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B583-40? installp: boshoot verification starting...
installp: bhoshoot verification completed.
A583—-488 installp: boshoot process starting...

boshoot: Boot image is 18292 512 byte bhlocks.
BA583-2922 This update will not fully take effect until after a
system reboot.

# %% ATTENTIOHN = ==

System boot image has bheen updated. You should rehoot the
system as soon as possible to properly integrate the changes
and to avoid disruption of current functionality.

installp: bhoshoot process completed.

Summaries:
Installation Summary
Name Level Part Event Result
ibnZ1B5mpio . rte i.8.8.8 ROOT DEINSTALL SUCCESS
ibnZ185%npio . rte i.8.8.8 USR DEINETALL SUWCCESS

{Ausrssyssinst . images>——>

Figure 3-6 MPIO successfully removed
The NAS node is now prepared for the ibm2105.rte installation.

You can find the appropriate scripts on a CD in your ESS. Ask your ESS

administrator to get the CD or file sets.

We downloaded the file sets from the Web site. To access the scripts, go to:
http://www-1.ibm.com/servers/storage/support/software/sdd.html

Follow the link: ESS host attachment scripts, then go to: ESS Host

Attachment Script for SDD on AIX -> open Web Page:

http://www-1.ibm.com/support/docview.wss?rs=540&context=ST52G7&q=host+
script&uid=ssg154000106&Toc=en_US&cs=utf-8&Tang=en+en

Download: AIX Host Attachment Script.

In our case, this was: Platform AIX 32.6.100.18 English Byte Size 102400
Date 11/21/2003)

Download ibm2105.rte.tar from Web page to the local directory on your NAS
node into the directory:

/usr/sys/inst.images

Chapter 3. NAS Gateway 500 storage considerations

57


http://www-1.ibm.com/support/docview.wss?rs=540&context=ST52G7&q=host+script&uid=ssg1S4000106&loc=en_US&cs=utf-8&lang=en+en
http://www-1.ibm.com/servers/storage/support/software/sdd.html

Change to the directory: cd /usr/sys/inst.images and extract the downloaded
file:

tar -xvf ibm2105.rte.tar
Then create a new table of contents file (.toc) used later by the installation
procedure:

inutoc .

Run the install SMIT menu (with the fastpath):
smitty install_latest
Specify the path (you can use the . because we changed the directory before, or

specify the full path: Press Esc+4 and select the appropriate directory as shown
in Figure 3-7 (Input device: /usr/sys/inst.images (Installation Directory).

Install Software

Type or zelect a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fieldz1]
EMINPUT device ~ directory for softuware 1 +

+

H INFUT device ~ directory for software H

1 1

i Move cursor to desired item and press Enter. i

i sdev/cdB CIDE CD-ROM Drive I <658 MB)> i

i sdev/FdB (Diskette Drive? i

1 usr/sys/inst.images (Installation Directoryd 1

1 1

i Esc+l=Help Esc+2=Refresh Esc+3=Cancel i
Ez | Esc+8=Image Esc+B=Exit Enter=Do H
Esi ~=Find n=Find HNext i
+

Es

Figure 3-7 SMIT install latest
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Place the cursor on SOFTWARE to install and press Esc+4 as shown in
Figure 3-8.

Install Software
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

#* JNPUT device ~ directory for software suspssyssinst . images

= [_all_latest] +
PREUVIEW only? {install operation will NOT occur)> no +
COMMIT software updates? yes +
SAVE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
OQUERURITE same or newer versions? no +
VERIFY install and check file sizes? no +
Include corresponding LANGUAGE filesets? yes +
DETAILED output? no +
Process multiple volumes? yes +
ACCEPT new license agreements? no +
Preview new LICEWSE agreements? no +

Esc+l=Help Esc+2=Refresh Esc+3=Cancel Esc+4=List

Esc+5=Reszet Esc+b=Command Esc+7=Edit Esc+8=Image

Esc+?=Shell Esc+B=Exit Enter=Do

Figure 3-8 SMIT installation menu

Then move the cursor to ibm2105 press Esc+7 to select (the > should appear in
front of the ibm2105 software). Then press Enter (Figure 3-9).

Install Software

Type or zelect values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields=s1]

#* INPUT device ~ directory for software Ausrsspssinst.images
LS OFTUARE to install [_all latest] +
PREVIEY only? (install operation will NHOT occurl> no +
COMMIT software updates? yes +
+
i SOFTUARE to install i
i Move cursor to desired item and press Esc+7. Use arrow keys to scroll. H
i ONE OR MORE items can he selected. i
i Pressz Enter AFTER making all selections. i
: :
i hm2 105 ALLEE
1 + 32.6.188.18 IBM 2185 Disk Device 1
1 1
i Esc+l=Help Esc+2=Refresh Esc+3=Cancel i
Ez i Esc+7=8elect Ezsc+8=Image Esc+B=Exit H
Esi Enter=Do #=Find n=Find HWext i
E= +

Figure 3-9 Choose the file set to install
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Press Enter and the installation will occur (Figure 3-10).

Install Software
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
#* JNPUT device ~ directory for software susprrssyssinst . images
S OFTUARE to install ibn2 il
PREUVIEW only? {install operation will NOT occur)> no
COMMIT software updates? yes
SAVE replaced files? no
AUTOMATICALLY install requisite software? yes
EXTEND file systems if space needed? yes
| ARE YOU SURE?
i Continuing may delete information you may want
! to keep. This is your last chance to stop
i hefore continuing.
i Press Enter to continue.
i Press Cancel to return to the application.
Esi Esc+l=Help Esc+2=Refresh Esc+3=Cancel
Ez | Esc+8=Image Esc+B=Exit Enter=Do
Es

B ommmm e mm e mm e mm e bk ko b

Figure 3-10 Confirm the Installation

The installation should end with success as shown in Figure 3-11.

COMMAND STATUS
Command: &I stdout: yes stderr: no
Before command completion, additional instructions may appear below.
[MORE. . .671

installp: bhoshoot process completed.

Summaries:
Installation Summary
Mame Level Part Event Result
ibm2185.rte 32.6.1688.18 USR APPLY SUCCESS
ibm2185 . rte 32.6.108.18 ROOT APPLY SUCCESS
TBOTTOM]
Ezsc+l=Help Ezc+2=Refresh Esc+3=Cancel Esc+6=Command
Esc+8=Image Esc+?=Shell Esc+B=Exit s=Find

n=Find Next

Figure 3-11 Successfully installed the file set

To be sure, you can verify if the file set is installed (Figure 3-12).

CAusrssyssinst.images>—>1slpp —La | grep ibm2185
ibnZ21B5 . rte 32.6.188.18 [ F IBHM 2185 Dizk Device
{Ausprssyssinst.images d—— >

Figure 3-12 Installed Host attachment scripts
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If the ESS and SAN are correctly set up, and volumes are assigned to the NAS
Gateway 500, you may see some disks if Isdev -Cc disk is run. All disks residing
on the ESS should display in the description: hdiskx...... FC2105xxx.

The system disks hdiskO (and hdisk1 if the system has two internal disks) should
not have the 2105 description.

Tip: At this point we do not advise you to configure volume groups, logical
volumes, or file systems on ESS disks. This should be done after SDD is
installed. If volume groups are created before, the administrator has to convert
the hdisk Volume group to a vpath volume group (see the hd2vp command in
the SDD documentation).

If the physical volumes on an SDD volume group’s physical volumes are mixed
with hdisk devices and vpath devices, you must run the dpovgfix utility.
Otherwise, SDD will not function properly. Issue the dpovgfix vg_name command
to fix this problem.

3.3.4 Subsystem Device Driver

Part of the migration from MPIO environment to SDD was described in 3.3.3,
“Host attachment scripts” on page 55. More information about installing and
using SDD can be found in the Subsystem Device Driver User’s Guide.

If all steps described above are done successfully, we can proceed as follows.
SDD drivers are provided with the ESS, but it is advisable to look for the latest
version in the Internet. The SDD file sets (non-concurrent HACMP), readme, and
documentation can be found at:

http://www-1.ibm.com/servers/storage/support/software/sdd.html

Follow the link: Download Subsystem device drivers and choose the
appropriate version (Remember that NAS Gateway is AIX powered).

Check the documentation, readme, and Web site for prerequisites concerning
SDD.

At the time of writing this book, the file set was named (Version 1.5.0.0):
devices.sdd.52.rte.tar
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We downloaded it to the NAS node via ftp, then we unpacked it as shown in
Figure 3-13.

{Ausprssyssinst.imagesd——>tar —xv —f devices.sdd.52.rte.tar
¥ devices.sdd.52.rte,. 1177688 bhytes, 23608 media blocks.
CAusrr/syssinst.imagesd——>

Figure 3-13 Extracting the SDD archive

Change directory to cd /usr/sys/inst.images and run inutoc to create a new
.toc file in this directory, as shown in Figure 3-14.

{Ausprssyssinst.imagesd——>tar —xv —f devices.sdd.52.rte.tar
¥ devices.sdd.52.rte,. 1177688 bhytes, 2308 media blocks.
(Ausrrsyssinst.images)>——>1s —al

total 58?6
drwar—xr—x 2 bhin bhin 256 Dec B4 @5:84 .
dPuxPuRr—x 4 hin bin 256 Dec B2 16:B4 ..
—Pu—p——r—— 1 root system 242 Dec B3 12:47 .toc
—Pu—pP——P—— 1 ipsec ldap 1177688 Oct 27 18:28 devices.sdd.52_rte
1 root system 1187828 Dec B4 B5:B3 devices.sdd.52.rte.tar
1 ipsec ldap 95232 Bep 26 18:87 ibm2105.rte
1 root system 182488 Dec B3 12:34 ibm2185.rte.tar
- 1 root system 36189 Dec B4 BA5:88 rd_aix.txt

(Ausprr/syssinst.images)——>inutoc .
CAusprrssyssinst.imagesd——>ls —al

total 5876

druxr—xr—x 2 hin bin 256 Dec B4 @5:B4 .

AP uRr—X 4 hin bin 25%6 Dec B2 16:84 ..

—Pu—pP——P—— 1 root system 698 Dec B4 B5:B6 ._toc

—Pu—Pp——r—— 1 ipsec ldap 1177688 Oct 27 18:28 devices.sdd.52.rte
—pu—p————— 1 root system 1187828 Dec B4 B5:B3 devices.sdd.52.rte.tar
—Pu—P——P—— 1 ipsec ldap 25232 Sep 26 18:87 ibm2185%.rte

—PyU—p————— 1 root system 182488 Dec B3 12:34 ibm21685_rte.tar
—pu—p————— 1 root system 36189 Dec B4 B5:88 »d_aix.txt

CAusrrssyssinst.imagesd——>

Figure 3-14 Creating a new .toc file

Fibre Channel Adapter drivers had already been installed with the Basic setup
(recovery CDs). If you are going to upgrade SDD, please refer to the SDD User's
Guide for the IBM ESS and the IBM SAN VC document for details on upgrading
SDD on AIX 5.2.

The following installation guideline is intended for a fresh installation only.
Make sure to be logged in as root user.
Issue smitty install_latest at a command prompt.

Choose . (if you changed the directory to /usr/sys/inst.images) before;
otherwise press Esc+4 and select the directory.
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You will see a screen similar to the one shown in Figure 3-15.

Install Software

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

#* JNPUT device ~ directory for software suspssyssinst . images
ERCOFTUARE to install [_all_latest] +
PREUVIEW only? {install operation will NOT occur)> no +
COMMIT software updates? yes +
SAVE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
OQUERURITE same or newer versions? no +
VERIFY install and check file sizes? no +
Include corresponding LANGUAGE filesets? yes +
DETAILED output? no +
Process multiple volumes? yes +
ACCEPT new license agreements? no +
Preview new LICEWSE agreements? no +
Esc+l=Help Esc+2=Refresh Esc+3=Cancel Esc+4=List
Esc+5=Reszet Esc+b=Command Esc+7=Edit Esc+8=Image
Esc+?=Shell Esc+B=Exit Enter=Do
Figure 3-15 SMIT install menu
Place the cursor on SOFTWARE to install and press Esc+4.
Use the up and down key to place the cursor on devices.sdd.52 and press
Esc+7 to select this file set. The > sign will show the selected item. See the
sample in Figure 3-16.
Install Software
Ty +
Pri SOFTWMARE to install !
i Move cursor to desired item and press Esc+?_. Use arrow keys to scroll. i
* | OME OR MORE items can he selected. |
#* | Press Enter AFTER making all selections. H
! [MORE...31 :
H i @ = Already dnstalled H
Poa i
B icvices . sdd. 52 ALLEE
i +1.5.8.8 IBM Subsystem Device Driver for AIX US2 i
| ibn21@5 ALL |
! @ 32.6.188_.18 IBM 2185 Disk Device !
i [BOTTOM] i
i Esc+1=Help Esc+2=Refresh Esc+3=Cancel i
Ez i Esc+7=8elect Ezsc+8=Image Esc+B=Exit H
Esi Enter=Do #=Find n=Find HWext i
E= +

Figure 3-16 Choose the SDD file set
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Press Enter to come back to the installation menu as shown in Figure 3-17.

A )

Install Software
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

#* JNPUT device ~ directory for software susprssyssinst . images
* SOFTUARE to install Wcvices . sad.52 13

[PREVIEW only? <(install operation will NOT occurd no

COMMIT software updates? yes

SAVE replaced files? no

AUTOMATICALLY install requisite software? yes

EXTEND file systems if space needed? yes

OQUERURITE same or newer versions? no

VERIFY install and check file sizes? no

Include corresponding LANGUAGE filesets? yes

DETAILED output? no

Process multiple volumes? yes

ACCEPT new license agreements? no

Preview new LICEWSE agreements? no
Esc+l=Help Esc+2=Refresh Esc+3=Cancel Esc+4=List
Esc+5=Reszet Esc+b=Command Esc+7=Edit Esc+8=Image
Esc+?=Shell Esc+B=Exit Enter=Do

Figure 3-17 Proceed with the installation

Note: If you want to do a preview first, select yes in the PREVIEW only? field.

Proceed by pressing Enter. SMIT will ask you to confirm the installation. Press
Enter again.

The installation should finish successfully as shown in Figure 3-18.

COMMAND STATUS
Command: &I stdout: yes stderr: no
Before command completion, additional instructions may appear below.
[MORE...3191

installp: bhoshoot process completed.

Summaries:
Installation Summary
Mame Level Part Event Result
devices.sdd.52.rte 1.5.8.8 USR APPLY SUCCESS
devices.zdd.52.rte 1.5.8.8 ROOT APPLY SUCCESS
[BOTTOM]
Ezsc+l=Help Ezc+2=Refresh Esc+3=Cancel Esc+6=Command
Esc+8=Image Esc+?=Shell Esc+B=Exit s=Find

n=Find Next

Figure 3-18 SDD Installation succeeded
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Verify if the file set is installed, as shown in Figure 3-19.

{Ausrssyssinst.images)>——>lslpp —La | grep sdd
devices.zdd.52.rte 1.5.8.8 G

F IBM Subsystem Device Driver
CAusrrssyssinst . images d——2>

Figure 3-19 SDD installations verification

Be sure the ESS is configured and attached correctly, and that zoning in your
SAN environment is correct. Now you can run the Configuration Manager
(cfgmgr) on a NAS Gateway 500 command line.

Important: Do only use the cfgmgr command located at /opt/nas/bin/cfgmgr.

If everything is correct, you should see 2105 disks (hdisks and vpath devices
with FC2105xxx description) if you run the command:

1sdev -Cc disk

Also try the following very useful SDD commands:
datapath query adapter
datapath query device
1svpcfg

After SDD is successfully installed, you can configure NAS volumes. Keep in
mind that SDD provides the new commands mkvg4vp and extenvgévp).

Note: You should have only pvid's on vpath devices (1sdev -Cc disk).
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SAN zoning

It is not our intention to point out every detail required to set up and/or configure
the IBM 2109, but we will hit the highlights. To learn more about this subject,
please refer to the description in the IBM SAN Survival Guide, SG24-6143.
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4.1 Zoning the IBM 2109

Using a browser, go to the Fabric View of your 2109 by typing its IP address into
the address bar of your browser. This should bring up a screen similar to the one
in Figure 4-1.

4l Fabric View - Microsoft Internet Explorer

J File Edit Miew Favorites Tools Help
| «=Back - = - @ 7t | ‘@ Search (i Favorites <#History | B S
| Address [£] http:/1193.1.1.26/
- ==
. o L
Eﬁ Fabric Events =3 ﬁl ;
i poled at: B o5 AM || poled at: B 051 AM
gig IFEISLIE e bl iy Narne: itsozwl || Name: itsosw2
Fabric 0% wersion: az.dlc || Fabriz 0% wersion: az.dlc
Domain 10 1 || Domain 10: 2
(] name Server Bhemet IF: 193.1.1.14 Bhemet IF: 193.1.1.15
Bthemet Mash: 255 255 285.0 || Bthemet hWask: 255 285 285.0
] ZFone Adrmin FCret IP: nane || FCret IP: none
£ F Criet Mask: none || Fnet Mash: rione
Gateway IP: 193.1.1.11 || Gateway IF: 193.1.1.11
; AN 10:00:00:60:69:20:1d:4e || wraen: 10:00:00:60:69:20:1d:74
|j| Summary View |
Status Legend ] " E
el ool b [z ] | [z ]
Healthy | |
i | | moMed at: B0 9051 AM || poled at: B 85 AM
Marginal Marne: itzozwd || Harne: itzohubd
|:| Diovwen Fabric 05 version: azd.le || Fabric: 05 wersion: a22.1a
2 | | Domain 1D: 3 || Domain 10: 4
Unrnonitored || Bhemet 17 193.1.1.28 || Ethemet IF: 193.1.1.27
| Bthemet Mash: 255 285 285.0 || Bthemet Wask: 255 285 285.0
FCret IP: none || FCret IP: none
FCnet hash: none || FCret Mask: none
Gateway IP: 193.1.1.11 || Gateway IF: none
AN : 10:00:00:60:69:10:64:cf N: 10:00:00:60:69:30:11:50

Figure 4-1 Fabric View of the 2109
Now select the switch to configure and press the Zone Admin button in the left

pane. You will need to supply the user name and password in the dialog, and
click OK (see Figure 4-2).
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Enter Network Password HE

?> Pleasze tppe your user name and pazsword,
Site: 1931.1.28

Realm FC Switch Administration S ecure Realm

Ueer Name |admin

Password |

W Save this password in your passward list

ak. | Cancel

Figure 4-2 Zone login

Once you've logged in, create an alias. We are simply re-naming an existing
alias, so our screen shown in Figure 4-3 may be different from yours.

Rename Alias

Enter a news name to Rename Alias

MNAS

QK Cancel

W arning: Spplet Wwindow

Figure 4-3 Rename alias
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Next, we will add the World Wide Name (WWN) of the devices to be associated
to this alias. Highlight the WWN of the devices in the list on the left, as shown in
Figure 4-4.

43 Zone Administration - Microsoft Internet Explorer

Alias | Zone | QuickLoop | Fabtic Assist| Config |

Alias Mame ]NAS j Create Alias | Delete Alias | RenameAIiasl
Member Selection List HAS Members

E-{] SwitchPorts [

BN

{ar50:00:1f:21:00:0a:24:00
- 50:00:1f.e1:00:02:24:02 Add Host = |
- 50:00:1F.21:00:02:24:01
{&@10:00:00:60:45:16:0d 22
bt Add Member = |
a1 0:00:00:e0:69:c0:3b:54
D@20:00:00:90:69:00:3b:54

20:00:00:e0:80:01:22:91

@ 20:00:00:e0:80:01:32:81 | ‘Remm’e““emberl
E’IUZUUZUUZUUZCQZQUZUQZ”
- 10:00:00:00:09:20:d2:1f
{@20:00:00:e0:80:01:90:ef Add Other... |
- 21:00:00:20:80:01:90:ef
QED:DD:DD:ED:Sb:DE:a?:Ed

- 21:00:00:80:8002:87:2d Add Other Host... |
= D1D:DD:DD:DD:CQ:22:bf:?5
il 10000000+ 973 hf T8

4

Apply | Cancel | Daone

Figure 4-4 Locate WWN
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Now associate the WWN to the alias you have created by pressing the Add

Member button, as shown in Figure 4-5.

Alias | Zone | QuickLoop | Fabtic Assist| Config |

tration - Microsoft Internet Explorer

Alias Mame INAS j Create Alias | Delete Alias | RenameAIiasl

Member Selection List

E-] SwitchParts B
E-{@ninis
{50001 f:e1:00:0a:24:00

Q1D:DD:DD:GD:45:16:DI:I:29
- @@20:04:00:60:45.16:0d 28
g’]UZUUZUUZEUZEQZCUBbZSél
@ 20:00:000e0:69:00:30:54

D1D:DD:DD:DD:CQ:20:I:I2:1f

- 21:00:00:80:80:01:80:ef
QED:DD:DD:ED:Sb:DE:a?:Ed

Q1D:DD:DD:DD:CQ:22:bf:?5
.. 10°00 0000+ 822 hf 75

4

Add Member =

@ 50:00:17e1:00:0a:84:02 Add Host = |
@ 50001781 :00:0a:84:01

QED:DD:DD:ED:Sb:m:aE:m
@ 20:00:00:20:80:01:az;91 || REmove Memberl
- 10:00:00:00:09:20:d2:1f
{&20:00:00:20:80:01:90:ef Add Other... |
- 21:00:00:80:8002:87:2d Add Other Host... |

NAS Members

20:04:00:60:45:16:0d:2e

Apply |

Cancel

Done

Figure 4-5 Add members
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Next, we will make a zone to put the alias in. Select the Zone tab and click
Create Zone as shown in Figure 4-6.

43 Zone Administration - Microsoft Internet Explorer

Alias £one | QuickL00p| FabricAssist| Conﬂg|

Zone Name |TSM j CreateZonel Delete Zone | RenameZonel

Member Selection List TSM Members

EI--W SwitchPors L]
- omain_1fitsosw)

------ @ port_1 | | Add Member = |
...... @ port_2

""" @port_4 = Remove Memberl
...... @ port_5

...... @ port_6 {3 QuickLoops

...... @ port_?
B2 Domain_2(tsaswa) AddEter: |

Apply Cancel Daone

Figure 4-6 Zone creation

Enter the name of the zone you are going to add and click OK as shown in
Figure 4-7).
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Create Zone

Enter Zone Mame to create

MNAS_ZOMNE

Ok

Cancel

W arning: Spplet Wwindow

Figure 4-7 Create Zone

Now we can add the alias we created earlier to this zone. Open the Aliases

folder and highlight the alias to add as shown in Figure 4-8.

3 Zone Administration - Microsoft Internet Explorer

Alias £one | GuickLoop | Fahric Assist| Conﬂg|

Zone Mame  [NAS_ZONE

Member Selection List

=8

liases
@ FASIT

- MES_PORT2s
- Bonnie_and_Clyde
@ el

.i =2

- SDG_G0T
- M35_PORT1s
- BRAZIL

- DIOMEDE
o JAMAICA,
- LAB_TECH
- NT_AGENT
@ PAGO

- SDG_R03
- SOLARIS 1

o

L
ickLoops

<]

j Create Zane | Delete Zane | RenameZone|

Add Member =
= Remove Member
Add Other...

MNAS_ZONE Members

| [GwitchPors

L vz

EI Aliases

Apply

Cancel

Cone

Figure 4-8 Select alias
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Click the Add Member button. Your screen will look similar to the one shown in

Figure 4-9.

<} Zone Administration - Microsoft Internet Explorer

Alias £one | QuickL00p| Fabric Assist| Conﬂg|

Zone Mame INAS_ZONE j Create Zone | Delete Zone | RenameZonel

Member Selection List

[=E liases =
- FASHT
- MES_PORT2s

- Bonnie_and_Clyde
@ SDG_GDT = Remove Member

- M35_PORT1s e |
- BRAZIL
g .?.»’Jl\ﬁﬂﬁli?f Add Other... |
- LAB_TECH
- NT_AGENT
- SDG_R03

- SOLARIS_1

- NAS

D QuickLoops |

MNAS_ZONE Members

) [BwitchPorts
] Wi
E-Ztliases
@ NAS
----- EI QuickLoops

Apply cancel

Cone

Figure 4-9 Add alias to zone
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To finish this zoning process, choose the Config tab, highlight the configuration
to add to the new zone to by using the Config Name pull-down menu, open the
Zones folder, and highlight the newly created zone as shown in Figure 4-10.

43 Zone Administration - Microsoft Internet Explorer

Alias | Zone | QuickLoop | Fabric Azsist Config |

Config Mame |NEW j Create Cfy | Delete Cfy | Rename Cfg |
ZonefQLoop Selection List NEW Members
TSM
LINU
NAS

Add Member = |
{=__| GuickLoops
- {0 Fazones = Remove Memberl

Config to enable Config currently enabled

[~ Enable Config -

Apply Cancel Daone

Figure 4-10 Select zone to add
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Click the Add Member button, and then click the Apply button, as shown in

Figure 4-11.
43 Zone Administration - Microsoft Internet Explorer
Alias | Zone | QuickLoop | Fabric Azsist Config |
Config Mame |NEW j Create Cfy | Delete Cfy | Rename Cfg |
ZonefQLoop Selection List NEW Members
TS
LIMLE
o |MAS
il |[MAS_FOME
@[MNAS_ZOMNE <
: {=__| GuickLoops
- {0 Fazones = Remove Memberl
Config to enable Config currently enabled
[~ Enable Config -
Apply Cancel Daone

Figure 4-11 Add zone to configuration

Note: Only the zones listed in the NEW Members panel on the right will be
active once the Apply button is pressed.
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FASLtT storage configuration

If you are performing this setup in a production environment, there are many
planning steps you would need to go through before proceeding. We do not
cover all of those steps here; we just focus on the setup steps which occur after
planning. If you need more comprehensive background information, we
recommend that before proceeding, you take a look at the redbook, Fibre Array
Storage Technology - A FAStT Introduction, SG24-6246.

Note: FAStT600 and FAStT900 have a chargeable HOST Kit for AIX. Be sure
you have installed the appropriate license on your FAStT.

Getting storage space in the FASLT to appear as drives to the NAS Gateway 500
is a detailed process. Again, you will have to do some planning to make the
FASLT storage space meet your requirements. Just as an example, we will
create RAID5 drives from the free space in our FASLT.
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5.1 Creating logical drives

78

We are launching the IBM FAStT Storage Manager client from the system that
is used to perform work on the FASIT as shown in Figure 5-1. If the IBM FAStT
Storage Manager is not installed on your PC, you can download it from the
following Web site:

http://www.storage.ibm.com./disk/fastt/index.html

Just select your FASHT storage system and click Product Support. You will find
the latest version of the Storage Manager software there.

| 0 2 & =

[T LogicalPhysical View | [ Mappings View I

Storage Subsystern View Mappings  Artay  Looical Drive  Controller Drive  Advanced Help &

Logical Physical
3 Storage Subsystem [TSO FASETTOD Controller Enclasure
“[F) Uneorfigured Capacity (514.943 GE) r [E 1= E i | _ﬂ_‘ﬂ
5 [E =L |

rOrive Enclosure 0

g g O T T

68 GB, Unassigned drive in slot & - Optimal

O esad

Figure 5-1 Storage Manager main screen
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Now we highlight the device and right-click the unconfigured drives as shown in
Figure 5-2. Click the menu Create Logical Drive.

Storage Subsystern Wiew  Mappings  Array  Logical Drive  Controller  Drive  Advanced  Help &

B B 2 Y

[Ei LogicalPhysical View | [ Mappings View

Logical Physgical
@ Storage Subsystem TS0 FASITTO0 rController Enclosure
® Unconfigugad Canaeit (514 O L A E 1=EF E BI
5 [E = a|

Useto create additional arrays/logical drives I

rCrive Enclosure O

UUULDCD00E

2 2@ 2 @ 2 2 ]

DPesa

Figure 5-2 Subsystem management
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The Default Host type window will be opened as shown in Figure 5-3. Select AIX
as the connection type for the NAS Gateway 500. Click OK.

IT50 FASETZ00 - D Hos |

Ahosttype defines how the controllers wark with a host's
aperating system when logical drives are accessed.
acity on an existing

Because Storage Partitioning is enabled, the default host figured capacity
type is used only for attached hosts that you do not Iy grouped together
specifically define in the Mappings Yiew. If yvou intend to rives. You specify
define all of your attached hosts and create storage d screen.

partitions, you can change or define the host type at that
time. Any hosts you dan't define must be compatible with
this default host type ar they cannat correctly access any
logical drives in the default graup.

IMFORTANT
Change the haost type, if required. You only need ta change it
ance far all logical drives.

Current default host type:
[ar [

[ Dont display this dialog again.

Ok Cancel | Help |

| Met= | cancel | Help |

Figure 5-3 Default host type
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The Create Logical Drive Wizard will now be opened as shown in Figure 5-4.
As there is no storage configuration on this FAStT, we will start with
Unconfigured capacity (create new array), then click Next.

521750 FASLTTO0 - Create Logical Drive Wiza x|

This wizard will help yau quickly create a logical drive.

You allocate capacity far the logical drive fram either free capacity on an existing
array or fram a new array yau create in this wizard from unconfigured capacity
{unagsianed drives). An array is 3 set of drives that is logically grouped together
to provide capacity and a RAID level for ane or more logical drives. You specify
the exact capacity for the logical drive on & subsequent wizard screen.

Select area for capacity allocation:
° Eres capacity on existing arays

& Unconfigured capacity (create new array)

Mext = I Cancel | Help |

Figure 5-4 Logical drive wizard
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We have selected to do a manual configuration of the amount of drives we want
to include and the RAID level as shown in Figure 5-5. Select the amount of drives
and the RAID level that is required.

Note: The Next button will not be available until the selection is made and the
Apply button is selected.

Click Apply.

150 FASHTT £

Because you specified unconfigured capacity from the previous screen, you must indicate the
RAID level and averall capacity of the new array. You specify the exact capacity for the individual
logical drive an the next screen.

Create new array
BAID level:

RAID 5 |

Crive selection choices:

" Autormnatic - selact from list of provided capacities/drives

&+ Manual - selectyour own drives to obtain capacity (minimum 3 drives)

Enclosure Slot Drive Capacity

68.327 GB

78.327 GB
F2 27T 5A LI

Anply

<§ack| | Cancel | Help |

Figure 5-5 Specify array parameters
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Select Next as shown in Figure 5-6 to apply the setting.

Because you specified unconfigured capacity fram the previous screen, you must indicate the
RAID level and overall capacity of the new array. You specify the exact capacity for the individual
logical drive on the next screen.

Create new array
| BAID level;

|RaiD 5 [

Crive selection choices:

 Automatic - select from list of provided capacitiesfdrives

& Manual - selectyour own drivas to obtain capacity iminimum 3 drives)

Enclosure Slat Dirive Capacity
R
0 4 63.327 GB
0 7 63.327 GB
n A RA 3T SA ;I

I RAID 5 array capacity: 273.308 GH
Mumber of drives: 5

= Back | Next = Cancel | Help |

Figure 5-6 Array creation
The Logical Drive Parameters window will be opened as shown in Figure 5-7,

select the drive size and type in the drive name that will be assigned to the logical
drive. Click Finish. The drive will now be created.
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MNow yau must specify the various parameters for an individual logical drive. Fram the capacity
you previously allocated, indicate exactly how much of that capacity you want to uge for the logical
drive.

RAID level of array: 5
Maximum logical drive capacity allowed: 273.308 GB

MNew logical drive capacity: Units:

| o = [oe |
Mame (30 characters maximurmy:

JFL1

Advanced logical drive parameters:
% Use recommended settings

= Customize settings (If0 characteristics, controller ownership, logical drive-to-LUN mapping)

< Back | Finish I Cancel | Help |

Figure 5-7 Logical drive Parameters

To create more drives, select the required setting. Or, to exit and close the
window, select NO as shown in Figure 5-8.

The new logical drive was successfully created.

Do you wantto create another logical drive?

; &+ same array

" different array

Mo Help |

Figure 5-8 Logical drive option window

The storage and logical drive has now been created as shown in Figure 5-9. It
shows the drives and controller that has been assigned to the logical drive as
well as the RAID level.
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Storage Subsystern View Mappings  Aray Logical Drive Controller Drive  Advanced Help &

B @ & & =

[ LogicalPhysical View | {5 Mappings View

Lagical Physical
@ Storage Subsystern ITSO FASITTO0 cCaontraller Enclosure
----- 8 Unconfigured Capacity (273.308 GB) A O |! = L ﬂ EI

é---% Array 1 (RAID 5)

1 Free Capacity (209 308 GB)

Figure 5-9 View created storage

5.2 Defining hosts

s [E = T

rDrive Enclasure O

UDWOOOOUOW m

@ @ 2 2 9

Select the mappings view as shown in Figure 5-10 to start configuring the
required mappings for the NAS Gateway 500.

Storage Subsystern View Mappings  Array  Logical Drive  Controller  Drive  Advanced Help &

B B g % g
) LogicalPhysical View [ Mappings View
Topalagy

Defined Mappings

§FLJT= LUN ?

iE

Default Group

i

0O®E
Figure 5-10 Mappings view

Logical Drive _ [Accessibl | L |Logical Drive ca. | Tv. |

In the Mappings view window select the Default Groups option as shown in
Figure 5-11, right-click the Default Groups and select Define Host Group.
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Storage Subsystern  Wiew Mappings  Array  Logical Drive  Controller Drive  Advanced Help
8 B = & 4l -

R LogicalPhysical View [ Mappings View
Taopalogy

Defined Mappings

Logical Drive .. [Accessibl.. | L... [Logical Drive ca..| Tv.|

@ Storage Subsystern ITSO FASITTO0
E"Undeﬂned Mappings
SFLI = LUN 7

i E-E-E Default ¢

Define Host Group...
Define Host...

Defire Starage Faditioning,..

Define Additional Mapping...
| (i G- Show Al Host Port Information

Figure 5-11 Host Group configuration

Type the group name in that will be associated with the NAS Gateway 500 as
shown in Figure 5-12, and click Add.

After closing this dialog, make sure you define the hosts

associated with each host group. Highlight the newly-defined
host group and then select Mappings==Define==Hast.

Host group name:
MNASGRF

A | Close | Help |

Figure 5-12 Host Group name

The host group will be added. You can add another group if required, or you can
close the host group by selecting Close.
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The host group will be added and shown in Figure 5-13. Right-click the newly
created Host Group and select Define Host.

B B & & 4|

R LogicalPhysical View [ Mappings View

Storage Subsystern View Mappings  Amay  Logical Drive Controller Drive  Advanced  Help &

Topology Defined Mappings
2 storage Subsystem TS0 FASITTO0 Logical Drive .. [Accessibl. | L. |Logical Drive ca.. | Tv.|
-~ fg) Undefined Mappings

SFLIM = LUN 7

= {5 peraut oroup

Define Additional Mapping...

Remove...
ey s R
LGS b

Figure 5-13 Host configuration

Type in the name that you want associated with the Host for the NAS Gateway

500 as shown in Figure 5-14, and select Add. Configure additional hosts, or
close the window by selecting Close.

After closing this dialog, make sure you define all host pors
associated with each hast. Highlight the newly-defined host
and then select Mappings==Define==Hast Fort.

Host name:

MASFLJ1

A | Close | Help |

Figure 5-14 Define Host

The newly created host will now be available as shown in Figure 5-15, right-click
the host and select Define Host Port.
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Storage Subsystern  Wiew Mappings  Array  Logical Drive  Controller Drive  Advanced Help
8 B = & 4l

R LogicalPhysical View [ Mappings View

Topology Defined Mappings

3 storage Subsysterm ITS0 FASIT7O0 Logical Drive _ [Accessibl [ L |Logical Drive ca. | Tv. |
-~ Undefined Mappings

JFLI = LUN ?

E| Default Graup

EIE Host Graup NASGRP

Define Additional Mapping...

fove...

Remove...
Rename...

o
Figure 5-15 Define Host port

Select the WWN for the NAS Gateway 500 in the drop-down list under Host port
identifier. Select AIX under Host type, then type in the name that will be
associated with the Host port name as shown in Figure 5-16. Click Add.

Note: The WWNs of NAS Gateway 500 can be obtained as described in 3.2.1,
“Finding the World Wide Name” on page 48.

Make sure you define all host ports for this particular
host.

Host: NASFLIT

Host port identifier (16 characters):

-Type or select LI
Refresh |
Host type:
[ [
Host port hame:
fMaSFLITT
Add Close | Help |

Figure 5-16 Host Port configuration
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Configure additional host ports as required or select Close to finish.

5.3 Mapping logical drives

If you want to share the storage, right-click the Group. If you do not want to
share the storage in the group, right-click the Host and select Define Storage
Partitioning as shown in Figure 5-17.

Important: Remember that if you are configuring a cluster and using shared
disks, you need to configure the second node in the same Host group but as a
separate host with shared disk space between the group by adding the
Storage partition to the Group and not the host port.

Storage Subsystern View Mappings  Array  Logical Drive  Controller  Drive  Advanced Help &

5 @ 2 % =

@ Logical Physical View [ Mappings View
Topalagy Defined Mappings

@ Storage Subsystern (TS0 FASITFO0 Laogical Drive ... Accessibl...l (g | Lagical Drive Ca...lTy...|
54 ﬁUndeﬂned Mappings
P LI = LUN ?

E| Default Group

=[5 Host eroup naseRP
EW B Hosthias

Define Host Port...

Define Storage Patitiohing...

Define Additional Mapping...

Mave. ..

Remave...

Rename...

ooesal
Figure 5-17 Storage partition
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The partitioning wizard will now be opened as shown in Figure 5-18, select Next.

This wizard will help you quickly create a single starage partition.

A storage partition is & logical entity consisting of one or more logical drives
that are shared by a group of hosts or exclusively accessed by a single host.

This wizard assumes thatyou have already created your logical drives and
defined your host aroups andfor hasts using the appropriate
Mappings==Define menu items (refer to the online help).

This wizard will guide yau through the steps ta specify what hosts, logical
drives {and their associated logical unit numbers) should he included in this
partition.

Cancel | Help |

Figure 5-18 Partitioning wizard

The host group or host option will now be available, select Host and select the
configured host for the NAS Gateway 500 as shown in Figure 5-19; select Next.

Selectthe host group or hostyou want included in this partition. Ifyou select a host group, the hosts will
share access tathe logical drives you indicate in the next screen.

Select one host group ar host

 Host group:

< Back Cancel | Help |

Figure 5-19 Assign host or host group
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Select the configured storage partition on the left-hand side as shown in
Figure 5-20 and click Add.

Select the logical drives and assign the lagical unit numbers {(LUIRS) that the hostwill use to access
the logical drives in this partitian.

Hosts: MASFLIT

Logical Drive/LUN assighment

Select logical drive: Assign LUMN: (0 to 258) Logical Drives to include in partition:
i Access IU ;I Laogical Drive | LUN|

1 FLJ1 54.000GA
Add = |

= Back I | Cancel | Help |

Figure 5-20 Logical Drive and LUN assignment

The logical drive will be moved to the right hand side as shown in Figure 5-21,
select Finish.

Select the logical drives and assign the lagical unit numbers {(LUIRS) that the hostwill use to access
the logical drives in this partitian.

Hosts: MASFLIT
Logical DrivelLUN assianment

Select logical drive: Assign LUN: (0 to 255) Logical Drives to include in partition:

i Access |1 ;I Laogical Drive LLIM

|

=- Remaove

= Back | Finish | Cancel | Help |

Figure 5-21 Configured logical drives and LUNs
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The storage partitioning completion window will now be displayed as shown in

Figure 5-22; select OK.

Processed 1 of 1 logical drives - Completed

Figure 5-22 Completion

The configured storage on the FastT is now available as shown in Figure 5-23.

Storage Subsystern  View Mappings  Array

B 4O 2 Y g

Logical Drive  Contraller  Drive  Advanced Help &

i LogicalPhysical View (5 Mappings View |

Topology

|Deﬂned Mappings

@ b} rage Subsystem ITS0O FASITYOOD

T3 Yndefined Mappings

; ‘ Default Group

E| IE Host Group MASGRP
=- B [ Host NaSFLI
B8 HostPorts
B = Host Port MASFLI11

|L0g|ca| Drrive Namel Accessible By | LU | Logical Driv.. | Type |
FL.J1 Host MASFLI 1] B4 GB Standard

Figure 5-23 Configured FastT

The FASLT is now ready for use with the NAS Gateway 500. Next you need to
configure the NAS Gateway 500 and assign the storage.
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ESS storage configuration

If you are working in a production environment, there are many planning steps
you should go through before proceeding with setup. This section does not cover
all of them. If you need comprehensive background information on this subject,
before proceeding, we recommend that you review either of the redbooks, The
IBM Enterprise Storage Server, SG24-5645, or ESS Solutions for Open Systems
Storage: Compaq AlphaServer, HP, and SUN, SG24-6119.
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6.1 Regarding SAN zoning

With the ESS, we do not have to worry about setting failover modes like we do
with the FASET. Multiple failover modes are not required in the ESS, as the RAID
controllers are separated from the connected hosts by a layer of management.
The RAID controllers in the ESS are within the pSeries nodes inside the
enclosure and, as these two nodes are in a clustered configuration, failure of a
controller or entire node is handled internally.

Because failover is handled internally to the cluster, hosts connected to the ESS
do not need to be aware of the internal workings of the disk subsystem — this is
all provided by the cluster. If a failure occurs, although many changes take place
within the cluster, the connected hosts see no differences, as their LUNs
maintain their device and path identifiers on the alternate node — this is one of
the features of the ESS solution.

Note: This description does not account for adapter or link failure in the
connected hosts.

Figure 6-1 shows a logical view of the internals of the ESS. Connectivity to the
disk is through the “intelligent” pSeries controllers (Nodes A and B).

HA[HA| HA| HA| HA| HA | HA [ HA [ HA [ HA | HA |HA | HA | HA| HA | HA

Common Parts Interconnect

NodeA | Z_| NodeB

HA = host adapters

>0
> O

ECIEEIEE
ECIEEIEE

DA = disk adapters

Figure 6-1 ESS internals

For more information on zoning and the switch products available from IBM,
please see the redbook, the IBM SAN Survival Guide, SG24-6143.
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6.2 Setting up the ESS

In this section, we document the steps involved in setting up the ESS for access

by the NAS Gateway 500. A high-level view of the process is shown in

Figure 6-2.

Configure ESS for Open Systems

1

Configure Disk Groups

Y

Configure Host Adapter Ports

1

Modify Host Systems

1

Add Volumes

Y

Modify Volume Assignments

Figure 6-2 ESS preparation for the NAS Gateway 500

For the purpose of configuring the ESS, we will be using the IBM StorWatch ESS
Specialist. It is a simple yet powerful administration tool that comes with the ESS

at no additional cost, and it is the only supported way in which to manage the

allocation of storage within the ESS storage subsystem.

More information on the IBM StorWatch ESS Specialist can be found in the
redbook, Implementing the Enterprise Storage Server in Your Environment,

SG24-5420.
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6.2.1 Configure ESS for open systems storage

To configure our ESS, we must first launch the IBM ESS Specialist by entering
the hostname or IP address for either of the ESS clusters in the location or URL

window of the browser. Doing so will bring us to the ESS home page, as shown in
Figure 6-3.

TotalStorage ©

Solutions Welcome to

IBM TotalStorage™ Enterprise Storage Server™

ESS Specialist

Copy Services

@ Copyright 5M Corporation 1958, 2001. Froperty of [BM. All Rights Feservad. |BM is a registared tradessark of 1B Corp.

Do not close, resize, or reload this browser window while any ESS Specialist or Copy Services window is displayed and in use.
Figure 6-3 IBM ESS home page

Next we select the ESS Specialist option that will launch the IBM ESS Specialist
home page as shown in Figure 6-4.
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TotalStoraze | ENtErprise Storage Server Specialist (7]

Solutions

Welcome to

IBM TotalStorage™
ESS Specialist

Status

Problem
Notification
Communications Machine Type: 2105
Machine Model: 800
Serial NHumber: 013-24663

WWHN : 5005076300C09DEF

Storage
Allocation

Users

Licensed
Internal
Code

Figure 6-4 IBM TotalStorage ESS Specialist home page

Selecting the Storage Allocation button on the left of the home page will present
the administrator with a number of security certificates and a login pop-up
window. After successfully entering a valid login and password, the administrator
will see the Storage Allocation - Graphical View window as shown in

Figure 6-5.
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TotalStorage Enterprise Storage Server Specialist Q

Solutions

Storage Allocation -- Graphical View Clear View
. Click on a Host or Areay to see paths Legend

q E(mNﬁH]’ seod.. HF seod.. HE hewd. . HE hewd. . HF ospl.. HF ospl.. HE ospl.. D - -mﬂm
e R EEEEE (=
Intreduction Z Tnassi

I mot Alocated

}%E:—— NEEENEEEFEEETEE N -

Cluster 2

| Communications o
-

S
| Users S

S =
Licensed
Internal — - -
e

Figure 6-5 Storage Allocation panel

The Storage Allocation panel is the most important and detailed of the ESS
Specialist panels. It provides an authorized user with a graphical representation
of the hosts, host adapters (ESCON, SCSI, Fibre Channel and FICON), Device
adapters (SSA Adapters), Clusters, and Arrays on the ESS machine.

From the Storage Allocation panel (seen in Figure 6-5), we can choose to create
either S/390 Storage or Open System Storage. As we are creating a storage
partition for the NAS Gateway 500, we should click the Open System Storage
button in the bottom right of the panel.
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Clicking the Open System Storage button will produce a screen similar to the
one depicted in Figure 6-6. From this view, it is possible to add and remove
hosts, configure HAs, setup disk groups, add and remove volumes, and modify
how existing volumes are assigned.

The basic setup procedure is to click the buttons on the bottom of the screen in
the order shown in the following pages.

TotalStorace = Enterprise Storage Server Specialist Q@ :
Solutions P
.| Open System Storage “
Host Sysiems
[manme [Hiust Type [Mthduent [WWPN  [HosnaneTPaddres |

| HP geode 5152 0_2 00|HP 9000 Seies 300 Fi 50060B0000068E 84 i’
Intraduction HD geode S152 0_7_0_0[HP 9000 Series 200 Fi: SO060E0000062172
HP _huwlett_6685_8_12_ [HP 9000 Secies 300 Fi S0060E00000902AE
Status L0 _
HF huwlett 6685 8 _8_1 [HP 9000 Seies 500 Fi: S0060B00000902A8
0 =
Problem
Notification -
Asgirned Volumes (Total: 0 volumes)
| Ehimiirreamtone Vohme [ vl Type Size [ Sterage Type Location LSS | Shared |

Select ome host in the Host Systerns table, toview its currently assigned volumes
| Users

Licensed Modify Host Sysiems Configure Host Adapter Poris Configure Disk Groups
Internal

Add Volumes Modifyr Volume Assiznments
Code : =

Figure 6-6 Open Systems Storage panel

6.2.2 Configure disk groups

We start here and click the Configure Disk Groups button. This brings up the
window shown in Figure 6-7.

Note: This step is only necessary if no disk groups exist, or if there is
insufficient space on the currently available disk groups.
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Total Storage Enterprise Storage Server Specialist (9]

Solutions

" | Fixed Block Storage “
Available Siorage
[ Medification [ misk Group [ storage Type [ Track Fomat [ Capacity |
Introduction Dieice ddapter Pair: 2, ATl Ay Fized Block (FE) Fuonmatted: 210 48 G5 |
——————— Chaster: 2, Loop: A, Amy: 1

Device Adapter Pair: 2, RAID Ay Fixed Elock (FE) Fommatted: 210 44 GB

Status Chacter: 1, Loop: A, Ay 2 J
— Diewice Adapter Dair: 2, RAID Ay Fixed Elock (FE) Fommatted: 210 43 GB

Problem Chaster: 2, Loop: B, Amgy 1

Dewice ddipter Pair: 2, Undefired Unfrnuated: 254 80 GE
Notification i 1 T B "

Device ddupter Pair: 3, RAID Amay Fixed Elock (FE) Fommatted: 210 43 GB
GCommunications Chuster: 2, Loop: &, drrey: 1

Device ddapter Pair: 3, Undefired Unfomatted: 254 80 GE -

4] 3
Disk Group Atiribuies
USers [tnssinea | Storage Type
tfome armased diste) =l Track Format

Licensed
Internal FPerform Configuration Update Cancel Configuration Update

GCode

Figure 6-7 Fixed block storage groups

Scrolling through the table, we select an undefined disk group, select a Storage
Type from the drop-down list (we chose RAID ARRAY) and Fixed Block as our
Track Format as shown in Figure 6-8.

Attention: Changing disk group configuration will delete data on the disks.
Ask your storage administrator if other systems are connected to the specific
disk group.

100 The IBM TotalStorage NAS Gateway 500 Integration Guide



TotalStorage | Enterprise Storage Server Specialist o

Solutions &

Fixed Block Storage

Available Storage

[ Mo dification [ misk: Group [ storage Type [ Track Format [ capacy |
| heroaienen Device Adspter Pak: 1, RAID dmray Fowd Elock (FB) Fenmatted: 210 48 GE =]
Chucter: 2, Loop: B, Amay: 1
Dewice Adpter Pair: 1, RAID dmray Fixed Elock (FE) Formatted: 210 48 GE
Status Chaster: 1, Loop: B, Amay: 3 J
| Dewrice Adipter Pair: 2, RAID ey Fised Block (FE) Fenmatted: 210 48 GE
Chacter: 2, Loop: &, Amaye: 1
Problem Trewice Adipter Pair: 2, AL Ay Fized Black (FE) Fonmatted: 210 44 GE
Notification Chister: 1, Loop: &, fmyr: 2
Dewrice Adipter Pair: 2, RAID ey Fised Block (FE) Fenmatted: 210 48 GE
Chacter: 2, Loop: B, Amaye: 1
| Communications Diafied Drenrice Adipter Pair: 2, FeATD Ay Fized Black (FE) Thfomatted: 254 .50 GB
Chaster: 1, Loop: B, Amay: 3

Devrice Sdsmter Pair: 3. EATD A Fized Bladk (FEY Fopmatted: 210 42 GB LI

Disk Group Atiributes

| Users Storage Type
IFimed Elock (FE) j Track Format
Licensed
Internal Perform Configuration Update Cancel Configuration Update

Code

Figure 6-8 Define fixed block storage (RAID array)

Clicking the Perform Configuration Update button will reveal a warning
message. This configuration update initializes the disk group ready for volumes
to be created on it as shown in Figure 6-9.

IS E3
! Warning 1401: Time-intensive Action.

The requested confimaration update will take approzirately 59 to 29

seconds to cormplete. Would srou like to continue and perforrn the

update ?
Mo |

E|Unsigned Jawva Applet Window

Figure 6-9 Time intensive action warning

Clicking Yes will begin the process. (We recommend either taking a lunch break
now or saving this action until just before going home and then picking up again
the following day, because, depending on how busy the subsystem is, this
process can take a couple of hours.)
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6.2.3 Configure host adapter ports

JotalStorage

Solutions

Now we have configured our disk groups, we need to configure the host adapter
ports in the ESS, as follows.

Select the Configure Host Adapter Ports button. This will bring up a display
similar to the one in Figure 6-10. The HAs are graphically represented beneath
the Configure Host Adapter Ports title. ESCON and SCSI HAs are identified by
two ports located on the top of each HA in the view while Fibre Channel HAs
have only a single port. ESCON and SCSI can be differentiated by the detail on
the HA representation. Also, by clicking the HAs icon or by selecting the
bay-adapter-port in the Host Adapter Port pull-down, different attributes will be
displayed below the row of HAs.

Attention: Changing adapter definitions may cause connection problems.
Please ask you storage administrator if you want to change HBA settings.

Finally, only those adapter slots that are occupied will be visible. Empty adapter
slots will not be visible.

Enterprise Storage Server Specialist Q

Configure Host Adapter Ports i

Y 112011 1 ) v L

| Status Host Adapier Port: [Barz, sdgurs pna o) =

Sto Server Atiributes
Eroblem Access Restricted Fihre Channel Access Mode
Notification =
Communications

FC Port Atirihutes

| Users

Licensed
Internal
Code

210000E02E0SFENZ World-Wide Port-Name

Undefined j Fibre Channel Topology

e fined
[Fibre Charmel Pomt to Pomt
Fibre Charmel Amhitrated Loop

Perform Configuration Update Cancel Configuration Updaie

Figure 6-10 Configure host adapter ports
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Unlike SCSI, Fibre Channel allows all hosts in a FC-SW or FC-AL environment to
view all storage available within the environment (assuming no zoning has been
established within a switch or restrictions put in place elsewhere). In order to get
around the “see everything” issue, the Fibre Channel HAs within the ESS can be
configured with Access Restricted attributes.

Using Access Restricted mode, the ESS limits the visibility of the LUNs to only
those WWNSs associated with each LUN. In effect, the ESS performs LUN
masking to prevent other hosts from gaining access to LUNSs that are not defined
as available to those hosts.

Select a Fibre Channel host adapter card at the top of screen and we see
whether it is configured as Undefined, Fibre Channel Point to Point, or Fibre
Channel Arbitrated Loop. We can either use a predefined adapter or define our
own by finding an adapter that is Undefined and selecting the appropriate Fibre
Channel topology. When connecting direct from the host to the ESS or via a hub,
we must select Fibre Channel Arbitrated Loop. If connecting via a switch, we
must select Fibre Channel Point to Point.

At this point we can click Perform Configuration Update.

6.2.4 Modify host systems

To add, remove, or modify an existing host, select the Modify Host Systems
button from the bottom left of the Open Systems Storage panel. The display in
will appear as shown in Figure 6-11.
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Introduction

Problem
Notification

Communications

Licensed
Internal
Code

Enterpnse Storage Server Specialrst ® :
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Modify Host Systems &

Host Atiribuies Host Systems List
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HP_oplipl_S158_0_3_0_0 HP 0000 Series 200

|F‘ﬂm Chormel sttached j HP osplipl 5158 0 4 00 HE 9000 Series 200

[ RHHRGUHIEREE, | BRE == Haiuwyz HP_osplamd fifg4 & 4 10 HP 9000 Series &00
HP osploma 6554 8 3 1 0 HP 0000 Series 300

I IT50_live e DL Serer (Win T

World-Wide Port-Name ITS0_Liows_sesi P Server (Win HT
Line_SCSI_230 PU Server (Win HT

ImDEﬂE’EEBEDsFED2 MOTHTANDERF DU Server (Win NT

festect from it o koo WD) =] HetfyHbal BCAS e (N
Hetfy-hiha2 PL: Server (Win HT

Fibre-Channel Poris Hatfy2-Hhal P Sewer (Win HT
Hetfy2 hiba2 DL Serer (Win T

By 1, Card 3, Port & pcl? PC Server (Wi HT »

B 1. Card 4. Port & = 4] | »

Perform Configuration Update Cancel Configuration Update

Figure 6-11 Modify Host Systems panel
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To add a new host, fill in the fields within the Host Attributes table on the left. The
Host Type configured is extremely important, as the ESS determines drive
geometry, labels, targets, and LUNs available, and so on, based on the Host
Type field.

The Hostname/IP Address field is optional in all cases. However, when
configuring a Fibre Channel host, we must enter the WWN of the host adapter.
Be careful, as mistakes in typing this number will lead to hard-to-trace
connectivity failure.

Once you are satisfied with the settings, click the Add button and the newly
created host will be displayed within the Host Systems List table on the right, as
shown in Figure 6-12.
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Introduction I
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Fibre-Channel Ports
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Code
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HP _gzeade 5158 10 3 00

HE' 2000 Serjes 200

HP geode 5152 0 7 00
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HEP 2000 Series 500
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DL Server (Win HT
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PO Server (Wi HT
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Perform Configuration Update Cancel Configuration Update

Figure 6-12 Added host systems

None of the changes we have made to this point will take effect until the Perform
Configuration Update button at the bottom of the screen is selected. Once we
select this button, we see a progress window as shown in Figure 6-13.

B Performing Configuration Update E3

Cefining Host Systern List entry. {243

10%

Estimated Remaining Time: 44 seconds.

:::Cnntinue

E|Unsigned Java Applet Window

Figure 6-13 Host modification in progress
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6.2.5 Add volumes

Now that we have a defined Open System disk groups, configured the host
adapter ports, and modified host systems we are ready to add volumes to it and
assign them to our hosts. From the Open Systems Storage panel, click the Add
Volumes button on the bottom left of the screen. Doing so will reveal the Add
Volumes (1 of 2) panel, as shown in Figure 6-14.

TotalStorage Enterprise Storage Server Specialist Q

S A dd Volumes (1 of 2) i@

. > Click on a Hogt or Array to see paths Legend

seod.. HE hewl.. HE hewd . HF ospl.. | st storage
B sssicnca
| Introduction . <
I et Alocated
NEENEEREE IVEE] e
Prabiem i, iy i LLF o k| LF -l o
Notification
Chuster 1 Chuster 2

Unassigned

| Communications

| Users

Licensed

Internal : — e
Code Cancel Adding Volumes

Figure 6-14 Add volumes panel

Scroll through the list of hosts at the top of the screen and select the Fibre
Channel host we defined earlier. Once selected, lines will be drawn to all host
adapters through which that host can access LUNs, as shown in Figure 6-15.
Select the appropriate host adapter.

Note: After selecting a fibre-attached host, all Fibre Channel host adapters in
the ESS will be highlighted as being valid access paths to LUNs. This
indicates possible connections rather than actual connections as, in the case
when we are direct connected, we can actually only see LUNs through the
host adapter we are physically connected to. Be sure to select a Fibre
Channel adapter we are actually able to connect through, as dictated by direct
connection or SAN zoning.
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Figure 6-15 Add volumes to selected host

After selecting a valid Fibre Channel host adapter, we highlight the disk group (or
groups) on which we wish to create LUNs. Then, click the Next button to reveal
the second configuration page, as shown in Figure 6-16.

Note: We are showing the process of setting up LUNs on disk groups, but this
should not be done in isolation from, or prior to, an end-to-end storage plan for
the subsystem.
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Figure 6-16 Select number and size of LUNs

On this panel we select an item from the list of available free space in the top
window (typically RAID-5 Array), then select the size of the volume(s) we wish to
create in the Volume Attributes window and the number of volumes of that size
we wish to create. We have selected to create two 10 GB LUNSs. If we had
selected more than one disk group in the step before this, we could also select to
have our LUNSs distributed evenly across those groups. As we did not do so, we
will leave the default Volume Placement selection as is.
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We click the Add button, and the new LUNs appear in the New Volumes window
on the right of the screen as shown in Figure 6-17.

TotalStorage Enterprise Sterage Semver Specialist Q
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Figure 6-17 New volumes created

Create additional LUNs as desired. When finished, click Perform Configuration
Update. Once again, we see a “time intensive activity” warning window followed
by the progress indicator and, finally, the “Volumes Successfully Added”
message box.

When this is done, we are returned to the Add Volumes panel.

6.2.6 Modify volume assignments

From time-to-time, it may become necessary to modify the assignment of
volumes. For example, if we wish to assign a LUN to the second host in a cluster
or assign a LUN to a second adapter in an existing host (which must have
multi-path support in host operating system). We are going to assign LUNs to a
second adapter in our host.

First we need to define our new host and the host adapter port in the ESS. Then
we are ready to assign our LUN using the Modify Volume Assignments display.
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From the Open System Storage window, select the Modify Volume
Assignments button as shown in Figure 6-18.

Enterprise Storage Server Specjalist (7]
Modify Volume Assignments “
Volume Assignmenis [ Print Table
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MOUNTAINDEW =

Figure 6-18 Modify volume assignments
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We select the volume(s) that we wish to modify from the table. When we select
the Action radio button (either assign or unassign) notice the list of hosts in the
Target Host window on the bottom right of screen changes. Select the host or
hosts to perform the action on, and select Perform Configuration Update.

Note: The check box, Use same ID/Lun in source and target, is optionally
selected to allow some control over the ID and LUN used for the new
assignment.
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We should now see the progress indicator followed by the “volume assignment
successful” message box. If we now scroll back through the Modify Volume
Assignments table (easier if we sort first), we see that the LUNs are now
assigned to our host as shown in Figure 6-19.

TotalStorace  ENterprise Storage Server Specialist o
Solutions .
| Modify Volume Assignments “
-
Yolume Assignments Refresh Status ] Print Table |
Immrt 'I Immrt 'l Immﬂj Imsm‘lj Immﬂj Immﬂj Imsm‘tj Immrtj
Introduction Ychme | Locution [1ss [ wraumne Type] size [ Storage Type| Host Port [ Host Midmames
614-18540  |Dewice Adipter Dar 4 |16 Dper System |004.0 GE |RAID Amsy  |Fibre Charmel  |ITS0_ MAS -
Chuster 1, Loop B T 00, LITH 0006
Ay 2, Vol 026
61418540  |Device Adspter Dar 4 |16 Open System [004.0 GE  |RAID Amay  |Fibre Charmel | LINUZ,_ARWED
Probiem Chuster 1, Loop B D 00, LUK 0006
Notification Ay 2, Vol 026
61E-18540  |Device Adspter Dar 4 |16 Open System [004.0 GE  |RAID Amay  |Fibre Charmel  |ITS0_lrox_fc
Chaster 1, Loop B D 00, LUK 0007
Communications i
61E-18540  |Device Adipter Pair 4 |16 Open System [004.0 GE |RAD Amay  |Fibre Chamel | LINUDY_ARWED
Chuster 1, Loop B D 00, LUK 0007 -
Action Target Hosts
" Lssign selected volurae(s) to target hosts
|_ [Jise sarre IENTir in source and tarzet
Licensed (‘ Unassign selected wolurne(s) from target hosts

Internal Perform Configuration Update Cancel Configuration Update
Code

Figure 6-19 Validate volume assignment modification

We have now completed all the tasks required on the ESS side of things; we
have allocated storage to our NAS Gateway 500.
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Part 3

Implementation

In this part of the book, we introduce how to implement the NAS Gateway 500
system in your network.
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Single node setup

This chapter describes initial configuration procedures which have to be done
after unpacking the NAS Gateway 500.

The following topics are covered:

Description of our lab environment

Planning for the setup

NAS Gateway 500 communication and signalization
Installing the Web-based System Manager client program
Initial configuration of a single node

Feature selection

General wizard

Network configuration

CIFS configuration

NAS volume wizard

Starting the Feature wizard again

YVVYVYYVYYVYVYVYVYVYYVYY

Important: Before you set up the NAS Gateway 500, make sure you have
SAN storage available, otherwise you will not be able to create any CIFS or
NFS shares.
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7.1 Our environment

Here is the description of the lab environment we were using for this book

(Figure 7-1).

Client Layer

Infrastructure

Server

Infrastructure

Device Layer

Clients
(Fileshare, Admin)

w2k | [w2003| | Linux | | AIX RS oo Menger
Client | | Client | | Client | | Client IBM Tivoli SAN Manager
N IBM Tivoli Resource Manager
LAN Public (Data) Ethernet
Private (Admin) Ethernet
Node 1 Node 2 " IBM Tivoli
FLJ1 FLJ3 N(,;\OSCGIateway Windows 2000 Storage Manager
5 uster Server e —
Heartbeat
(Eth. + serial)
|l —
\ SAN San Fabric
ESS FAStT Tapelibrary

Figure 7-1 Our lab environment

Dependent on the section of the book, single NAS Gateway 500 node or both
nodes are used. On the client side, the NAS Gateway 500 is connected to the
public LAN, where the following servers and clients have access to it:

Red Hat Linux 9.0

Apple 10.x client
AIX 5.2 client

vVvyyvyvYyYyy

Windows 2000 server
Windows 2003 server

SuSE Enterprise Server

Through fabric connection on the storage side, the NAS Gateway 500 has
access to ESS, FASLT, and a tape library. Additionally, a Tivoli Storage Manager
server is used to do LAN-free backup of the NAS Gateway 500 device.
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Disclaimer: At the time this book was written, the final release of the NAS
Gateway 500 code was not available yet. Because we were working with the
prerelease code, it is possible there are some differences to the final product.

7.2 Planning for the setup

Before starting the setup of the IBM TotalStorage NAS Gateway 500, it is a
useful practice to create a plan. Basically, you need to write down the important
data about the NAS Gateway 500, such as the following items:

Name of the machine (or machines if used in a clustered configuration)

Type and number (maximum 4) of network adapters installed in the machines
Type and number of Fibre Channel adapters (maximum 6 per machine)

IP address to be used for each ethernet adapter

WWN of each used Fibre Channel adapter

Administrator, user names, and passwords to be used on NAS Gateway 500
Cluster name

Cluster host names

IP addresses, subnet, and gateway address for the cluster

Method of cluster failback

YVYVYVYVYVYVYVYYVYY

You will find the IBM TotalStorage NAS Gateway 500 Planning Guide on the
shipped Publications CD-ROM (included with the NAS Gateway 500 shipment) in
softcopy. A download is also available on the IBM TotalStorage NAS Web page.

http://www-1.ibm.com/servers/storage/support/nas/index.html
In addition to describing the device, it also provides basic steps of the setup and

configuration worksheets, where you can write the above-mentioned information.
Look in Appendix D for these two worksheets:

» Network adapters worksheet
» Clustering worksheet

7.3 Service/management connections and indicators

NAS Gateway 500 is a file serving device, designed to be used in a headless
mode. This means it uses no keyboard and mouse and has no internal video
adapter to connect to a monitor. There are two preferred ways of connecting to
the NAS Gateway 500 for setup and configuration purposes:

» Via ethernet port from a network connected management workstation
» Via a serial port using an ASCII terminal
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Important: The initial configuration must be done via WebSM on Ethernet
port 1.

The NAS Gateway 500 has an additional way of communicating its status — an
LCD operator panel in the upper left front side of the box, as visible in the
photograph in Figure 7-2.

ThtalStorage

Figure 7-2 NAS Gateway 500 LCD operator panel
There are several buttons and indicators located on the LCD operator panel
(Figure 7-3). Following this is the description.

8%%/ oK \"‘ \ﬁﬂ
GN\ i

Figure 7-3 LCD operator panel

Power-on button

Power-on LED (blinks when the NAS Gateway 500 is not powered on)
System Attention LED

SCSI port activity LED

Ethernet port activity LED

LCD operator panel display

ook wNd~
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7. Serial port 1 (RJ-48 connector)
8. Service processor reset button (pinhole)
9. System reset button.

Serial port 1 is also connected to a DB-9 connector on the back side of the NAS
Gateway 500. It should be used for connecting the ASCII terminal for configuring
the NAS Gateway 500 device (Figure 7-4).

Figure 7-4 Serial port 1 for ASCII terminal

7.4 Basic setup of a single node NAS Gateway 500

The IBM TotalStorage NAS Gateway 500 is designed as a headless system,

so setup and management has to be done from a network management
workstation. The first steps include positioning the NAS Gateway 500 in a secure
environment, and connecting it to the power, network connection, and external
storage. After initial configuration you can also use a console, attached to the
serial port 1 for service and management.

7.4.1 Connecting and powering on the NAS Gateway 500

For initial configuration, the integrated ethernet port 1 (bottom of the two) on the
back of the NAS Gateway 500 must be used (Figure 7-5).
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Figure 7-5 Connecting to the integrated ethernet port 1

Power on the NAS Gateway 500 by pressing the power-on button. Wait for the
operating system to load. If there is a DHCP server in the network, the NAS
Gateway 500 will accept a dynamic IP address. If there are no available dynamic
addresses, the NAS Gateway 500 will use a predefined IP address.

Important: The IP address and the ethernet interface used during the
configuration will be displayed on the IBM NAS Gateway 500 LCD operator
panel, as shown in Figure 7-6. Write down the IP address and interface
number for future reference.

L]
: 8 e (L1} "e
" ]

L] Ll H :‘ I=
L] .t.:i =0Il. .‘:.

e me 8

¥ o

| ] lll= [

[ ] : L ] (1] =
“a " L L) "

Figure 7-6 IP address and ethernet port
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7.4.2 Web-based System Manager Remote Client installation

To be able to set up and manage the NAS Gateway 500 using a graphical user
interface, Web-based System Manager (WebSM) Remote Client has to be
installed first for Windows or Linux client systems. The installation code is
provided on the NAS Gateway 500 itself and will download to the managing
workstation the first time you connect to it. Open a browser and type in the IP
address, shown on the LCD operator panel.

Note: If the client operating system is AlX, the Remote Client is a part of AIX
and no installation is necessary.

For our lab setup we will show how to download and install the WebSM Client on
a Windows system.

Note: When you try to browse to the NAS Gateway 500 the next time after you
accepted the license agreement, you have to append /NAS500Index.htm1 to
the IP address.

After selecting the default language, move on by clicking the Continue button
(Figure 7-7).

JF\Ie Edit  View Favorites Tools  Help

J o | 74 | @y search [Favortes ¢ HHistory ||%- =]

| address |@ hitp: /{192, 168.244. 1 /NASS00Indes:. htrml x| Pa |JLmk5 »

ORDIEIRGTEN Y NAS Gateway 500

NAS 500 Gateway language selection

Select the default language to be used on the IBM MAS Gateway 500.

English US =

|@ Done
Figure 7-7 Connecting to the NAS Gateway 500
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Read the licensing terms and continue by clicking Accept (Figure 7-8).

Important: You have to accept the licensing terms, otherwise you will not be
able to connect to the NAS Gateway 500 with WebSM.

JF\Ie Edit  Wiew Favorites Tools  Help ﬁ

J GBack ~ = - @ ) | Qzearch [GEFavories & #History ||%v =)

| Address [&] hitp:jf192. 168,244 .1 jegrbin/lang. plang=English +U3 =] @ HLinks =
N

IEM NAS Gateway 500 Software License Agreement

By clicking on Accept, you agree that you have had the opportunity to review the terms and conditions and
that such terms and conditions gowvern this transaction. Select Decline to exit

Accept | Decline
English hd

International Program License Agreement ﬂ
FPart 1 - General Terms

BEY DOWNLOADTING, IMSTALLIMNG, COPYING, ACCESSING, OR USING THE
PROGRAM TOU AGEEE TO THE TERMS OF THIS AGREEMENT. IF ¥ou

ARE ACCEPTING THESE TERM3 ON BEHALF OF AMNOTHER PERZIOCN OR A

COMPANY OR OTHER LEGLL EMTITY, ¥YOU REPRESENT AND WARRLWNT

THALT YOU HAWE FULL AUTHORITY TO BIND THAT PERSON, COMPANY,

OR LEGAL ENTITY TO THEZE TERMZ. IF YOU DO MNOT AGREE TO LI

|@ Done ’7’7‘% Internet
Figure 7-8 Software License Agreement

BT

Select the correct version of the Remote Client based on the workstation
operating system you are using for this configuration by clicking the
corresponding link. Versions for Windows or Linux environments are available
(Figure 7-9). AlIX client systems do not require this installation.
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JF\Ie Edit Wiew Favorites Tools Help

J ¢=Back - = - @ 4 | @Search (] Favorites @Hlstory ||%- =

| address [€] hitpsif192.168.244.1/MAS500WSMCl-en_US.html | @ HLlnks #

HORBIEIRGTEB Y NAS Gateway 500

Remote client installation image download

If you already have the remote client installed on a graphics capable machine, there
ig no need to download and mstall this client. In this case, proceed to the Starting
initial configuration following remote client installation section below.

Select the mstallation wnage that you want to download:

» Windows NTY20005F
o Linug
o ATK - The remote client is a part of AT and no installation is necessary.

Note: When downloading Web-based System Manager Remote Cliettt on a system
with a low bandwidth (56K and less) Internet connection, it can take some time to
retrieve the image, because it is quite large (30-35 WB). After the mnstallation image
downloads, run the file to start the Eemote Client Installation wizard. %

Sitarting inifial canfimmmration fallowing remate client inctallaHon ‘1’1

-

& || e meemet
Figure 7-9 Selecting the client version

I
4

Download the installation program first. Select Save this program to disk and

click OK to download it to your machine first (Figure 7-10).

File Download =

“r'ou have chosen to download a file from this location.

zetup.exe from 192.168.244.1

‘what would you like to do with this file?
" Run this program fram its curent location
' Save thiz program to disk

¥ &lways ask before opening this tpe of file

()3 I Cancel | More Info |

Figure 7-10 Downloading the installation program
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When download is complete, double-click the file. The installation of the WebSM
client will start (Figure 7-11).

=10l x|

Welcome to the InstallShield Wizard for Web-based System Manager Remote
Client

The InstallShield Wizard will install Weh-based Systemn Manager Remaote Client on
yaur computer.
To continue, click MNext.

Web-based System Manager Remote Client
|1BM Carporation
hitp:itaeai ibim.com

InstallShield

Cancel

Figure 7-11  WebSM client installation start

Confirm the proposed installation folder or define another location (Figure 7-12).

=10l x|

Click Mext to install "web-based Systermn Manager Remaote Client” to this directory, or
click Browse to install to a different directary.

Directary Marne:

|C:1Pr0gram Fileswehsm

Browse... |

InstallShield

Cancel

Figure 7-12 Installation folder
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By clicking Next, the installation will start, as shown in Figure 7-13.

=10l x|

Web-based System Manager Remote Client will he installed in the following
location:

CAProgram Filestwehsm
with the following features:

Client Software
Language Bundles

for a total size:

63.3MB

InstallShield

Cancel

Figure 7-13 Confirming the installation features

During the installation the copied files will be shown on the progress indicator

(Figure 7-14).

=10l x|

installing Weh-based System Manager Remote Client... Please wait.

'C:IProgram Fileswy.. wwz_increase_paging_space.gif

[ 0%
Cancel |

InstallShield

Figure 7-14 Installation progress
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When the copying is done, click Finish to end the installation process of the
WebSM client (Figure 7-15).

=10l x|

The InstallShield Wizard has successfully installed Web-based System Manager
Remote Client. Click Finish to exit the wizard.

InstallShield

Figure 7-15 Installation completed

7.4.3 Basic setup using Web-based System Manager Remote Client

After completing installation, the Web-based System Manager Remote Client
can be used to do the initial configuration of the NAS Gateway 500. Double-click
its icon which was created on the desktop of your managing client. A Java™
information screen is displayed as shown in Figure 7-16.

=B web-based System Manager Remote Client : 10l =l
hanging to directory C:“\Program Files“wehzm“codebase ﬂ

sing Java:
java full version "J2RE 1.3.1 IBM Windows 32 build cni3i-28828718"

:nProgram Files“websmscodebase>java —¥ms2Bm —Eminedm —Emxlg —-ss128k -DIDebug.en
hled=false —-DJavaLetterMavHack=true —-DWEBSM_MNO_REMOTE_CLASS_LOADING=false -DUE
SM_NO_SECURITY_MANAGER=false -Djava.security.policy=..“config~websm.policy —Daw
.appletWarning="Remote class Window" -DWEBSM_ALL_FPERMISSIONS_FOR_SECURE=true -
WSMDIR="C:~Program Files“websm" com.ibm.websm.console .WConsole

|

Figure 7-16 Java information screen
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Shortly after that the Java console will be created. The progress is shown in
Figure 7-17.

@ Loading console... =1o) ]

Getting options...

E Creating console. Please wait...

Figure 7-17 Console creation progress
When the console is created, you can logon to the NAS Gateway 500 by
providing:

» Host name: type the IP address shown on the LCD operator panel
» User name: type root
» Password: type password

After you entered the needed information click Log On to get access to the NAS
Gateway 500 (Figure 7-18).

g4 Log On : X

Enter password g3

Host name:

User name: |root |

Password: [~ |

Specify a console preferences file

[_] Reuse this user name and password to access other hosts

Enable secure communication

| Log On || Clear || Cancel |

Figure 7-18 Logon panel

Now the WebSM main window is displayed. When it is run for the first time only
the Welcome heading is available in the left pane of the main window, and the
right pane is empty, as shown in Figure 7-19 on page 128.
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Initial Confi

guration wizard

The initial Configuration wizard is a collection of individual wizards that are

grouped together. They are listed here in the same order as they show when you

execute the Initial Configuration wizard:

» Feature wizard.

» General System Configuration wizard.

» Network Configuration wizard — if clustering is not selected in the Feature

wizard.

» Cluster Configuration wizard — if clustering is selected in the Feature wizard.
For more information about configuring a clustered NAS Gateway 500 please

refer to Chapter 9, “Cluster configuration” on page 173.

» CIFS Configuration wizard — if CIFS is selected in the Feature wizard.

» Volume Configuration wizard.

To enter basic details into the NAS Gateway 500, select the Initial

Configuration

ﬂ.ﬁ-Weh—hased System Manager - /WebSM.pref: /Welcome/Welcome

wizard in the right pane (Figure 7-19):

Console Welcome  Selecied Miew  Window  Help

=10l x|

o“C¥ [

== e

D

Mavigation Area

: Welcome

= L welcome
[ welcorme

IBM TotalStorage® NAS Gateway 500

Mare Infarmation

Configuration wizard

[ Reaty |

Figure 7-19 Welcome panel

Here, the basic tasks like selecting the optional features, setting date and time,

managing users, configuring directory services, and setting host names and
ethernet addresses can be done, as shown in Figure 7-20.
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EQIBM NAS Gateway 500 B[] 4|
Welcome to the Initial Coenfiguration wizard
This wizard will assist with the initial configuration of your system. Upan campleting this wizard, your
systern will be ready to share files on the network.
Wizard tasks:

= Select and configure licensed features

= Set date and time, manage users, and configure directory services
= Set host names and configure Ethernet adapters

*= Define volumes and snapshot size

Hotes:

1. First, read the 180 TotaiStorage® MAS Gateway 900 Plahning Guide and complete the
worksheet before continuing with this wizard.

2. Ifyou create a cluster, you have to camplete this wizard only an the first node.

Nety || Exit

Figure 7-20 Initial Configuration wizard

Feature wizard

If you would like to enable optional features on the NAS Gateway 500, you can
do it here. Please be aware that additional features must be purchased. If a
two-node configuration has been purchased, the Clustering feature can be
selected. In this case make sure that both nodes are powered on and positioned
close enough to each other so the ethernet and the serial connections for the
cluster heartbeat can be cabled between the nodes.

Important: Ethernet crossover cable for the cluster heartbeat should be
connected to the integrated ethernet port 2 and the serial null-modem cable

should be connected to the serial port 3 on the back side of the NAS Gateway
500.

Chapter 7. Single node setup 129



Another option is to select the CIFS File Serving feature so that Windows-based
clients can use shared storage (Figure 7-21).

Features
Select the features that you have purchased and want to configure:

[C] Clustering

[¥l CIFS File Serving

Help Back || Mewtr || Ext

Figure 7-21 Optional features

Tip: It is also possible to start the Features Wizard after you have completed
the initial configuration of the NAS Gateway 500 as described in “Starting the
Feature wizard after initial configuration” on page 144.

General System Configuration wizard

To enter general information into the NAS Gateway 500, continue on with the
General System Configuration wizard. On the following panel, the date, time and
time zone settings can be entered. If Daylight saving time is used in your
geography, click the Time zone observes daylight saving time (DST), as
shown in Figure 7-22. Also, regular synchronization of the NAS Gateway 500
device’s clock can be automated if the IP address of a time server is entered.
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E3J18M NAS Gateway 500 =10l x|

o B
Date: Novermber | |7 4 2003 r

b [12]8/[13]4[12]$/0 am © Fu
Time zone: |Centra| U.5.; Honduras (CUT -6} v|

Mote: Changes to time zane will not take effect until the next system reboot.

[¥] Time zone ohseres daylight saving time (DST).

Master time synchronization server {IP address):

Netr || Exit

Figure 7-22 Date and time settings

For security reasons, the password for the root user should be changed

(Figure 7-23).

E3J18M NAS Gateway 500 =10l x|

oot  asrera .

Change default root password:

Mew password:

=

Confirm password:

=

‘ Help Back || New» || Eat

Figure 7-23 Root password
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Root account should not be used for daily administration of the NAS Gateway
500. Administrator accounts can be created, edited or deleted on the next panel.
NAS administrators have all the rights, for example configuring clustering,
remote mirroring or Windows file serving. To create an account with
administrator privileges, click the Add button, as shown in Figure 7-24.

E218M NAS Gateway 500 o[]S
NAS administrators -
Optionally, add or delete MAS administrators:

User D | Full narne
Add
Help Back || New» || Eat

Figure 7-24 Administrator accounts

Enter the User ID, full name and password for the new administrator account and
confirm the account creation by clicking OK (Figure 7-25).

Egndd NAS administrator x|
User ID: nasadmin
Full narne: [Mas 500 Administrator |
New password: [ |
Confirm password: [ |
| QK | | Cancel |

Figure 7-25 Creating the administrator account
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The new account will be presented on the NAS administrators panel
(Figure 7-26).

E218M NAS Gateway 500 o[]S
NAS administrators .

Optionally, add or delete MAS administrators:

UserlD | Full narne
nasadmin [Mas 500 Administrator

Add Delete

Help Back || New» || Eat

Figure 7-26 Newly added account

NAS Gateway 500 can be optionally integrated into existing directory services
infrastructure for automated user authentication. Select NIS to enable this option.

For detailed information on how to integrate the NAS Gateway 500 into Windows
environments, please refer to Chapter 10, “Windows systems integration” on
page 211.
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If directory integration is not needed, select None and continue by clicking Next
(Figure 7-27).

E3J18M NAS Gateway 500 =10l x|

Directory services

Select one of the following options:

I NIS

® None

‘ Help Back || New» || Eat

Figure 7-27 Directory services
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File users accessing the storage will need to have user accounts created on the
NAS Gateway 500 device. They can be managed on the File access users
panel. To create a new user, click the Add button (Figure 7-28).

EZ18M NAS Gateway 500 =10l x|
File access users -

Optionally, add or delete file access users:

User D | Full narne

Add

‘ Help Back || New» || Eat

Figure 7-28 File access users

Provide the User ID, full name and password for the new user account and
confirm the account creation by clicking OK (Figure 7-29).

Egndd file access user X
User ID: nasuser
Full name: [Mas 500 User |
New password: g |
Confirm password: g |
oK | | Cancel

Figure 7-29 Adding a user
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The newly created user account will be shown in the File access users panel
(Figure 7-30).

E218M NAS Gateway 500 o[]S
File access users |’
Optionally, add or delete file access users:

User D | Full narne
nasuser |Mas 500 User
Add Delete
Help Back || New» || Eat

Figure 7-30 Newly added user

Network configuration wizard

If clustering feature was not selected in the Feature wizard, this wizard will be
shown next. Here you can configure the network ports used for the client network
(Gigabit adapters) of a single node NAS Gateway 500 device. The Host name,
DNS domain name, DNS server addresses and default gateway address can be
entered here. By selecting an ethernet adapter from the list and clicking the Edit
button, you can configure its IP address and subnet mask (Figure 7-31).
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Network configuration

Host name: [FL1

DS domain hame: [MASs00

Secandary DMS server (P address): |

|
|
Frimary DMNS server (P address): | |
|
|

Default gateway: [

Configure Ethernet adapters:

Adapter [ 1P address | Subnetrnask
2-Port 1010041000 Base-TH PCIX Adapter {Card Slot 2 Port 1)
2-Port 1010041000 Base-TH PCIX Adapter {Card Slot 2 Port 2)
2-Port 1010041000 Base-TH PCIX Adapter {Card Slot 1 Port 1)
2-Port 1010041000 Base-TH PCI-X Adapter {Card Slot 1 Port 2)

Metr || Bt

Figure 7-31 Network configuration

Note: In this step it is not possible to change the configuration of the service
ethernet port. You can do that immediately after initial configuration has been
done, as described in “TCP/IP configuration” on page 149.

CIFS wizard

If Windows based clients will be accessing the NAS Gateway 500, the CIFS file
sharing feature has to be configured. If you selected CIFS File Serving check
mark in the Feature wizard (as shown in Figure 7-21 on page 130), the CIFS
configuration panel will be shown next.

First, enter the name for the NAS Gateway 500 under which the Windows users
will connect to file shares. Additional server description can be entered that will
be displayed next to the server name in the client’s Network Neighborhood
(renamed to My Network Places in Windows 2000). Enter the domain or
workgroup as you want it to appear in the Network Neighborhood. Click Next to
proceed to the next panel (Figure 7-32).
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Server name (name appearing in network places):
[FL |

Server description {description appearing in network places):
|IEIM TotalStorage(R) NAS Gateway 500 |

Domain or workgroup {location where server can be found in network places):
[Mags00 |

‘ Help Metr || Exit

Figure 7-32 Server identification

If clients in your network are using WINS servers for name resolution you can
enter the address of those servers in the next panel (Figure 7-33).

EJ1BM TotalStorage® NAS Gateway 500 - CIFS Setup w =10l =]

Windows Internet Name Service -

Ifyour site uses Windows Internet Mame Service (AVIMS), enter the [P addresses of your WINS
semvers below. [fyou do notwish to use WINS, you may leave these fields hlank.

Primary WINS Server

Secondary WINS Server

‘ Help < Back || Mext » || Cancel

Figure 7-33 WINS servers
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For CIFS users to access the file shares they have to be authenticated first.

If your Windows environment is using Active Directory to authenticate clients,
select Active Directory/NT4 Domain, and enter the IP address of up to two
authentication servers (Active Directory Controllers in case you are using
Windows 2000 or 2003 domain). Otherwise select Locally on each machine. In
this case you have to select the type of password encryption as well. For higher
security, user passwords can be encrypted during authentication by selecting
Yes, only allow encrypted passwords, as shown in Figure 7-34. If there are
clients accessing the NAS Gateway 500 that cannot use encrypted passwords
choose one of the other two options and click Next to proceed.

CIFS authentication

How do you authenticate Windows clients?

1 ActiveDirectorgMT4 Damain

i@ Locally on each machine

Do youwant to use encrypted passwords for authenticating Windows clients?

es, only allow encrypted passwords. -

ez, only allow encrypted passwords.
ez, but allow clients to negotiate plain-text passwords.
Mo, only use plain-text passwards.

Help | «Back || nets ||t

Figure 7-34 User authentication for CIFS

If you selected the Active Directory/NT4 Domain for CIFS user authentication
in the previous panel, then the next panel asks you about user account
association. Authenticated Windows users will need a local reader account on
the NAS Gateway 500. This account will be created automatically if you select
Yes, use Dynamic User Creation. Alternately, this account can be created
manually (Figure 7-35).

Note: For more information about CIFS please refer to Appendix B, “Windows
networking basic definitions” on page 381.
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EJ1BM TotalStorage® NAS Gateway 500 - CIFS Setup =10l =]

Local Users |’

Windows users must he associated with a local reader account. YWould you like for the (B
TotalStorage® NAS Gateway 500 to automatically create local reader accounts for authenticated
Windows users?

® ves, use Dynamic User Creation

) Mo, | will create local reader accounts myself

Help 4 Back || Hextw || Cancel

Figure 7-35 Local User association

A summary of selected settings is shown on the next panel. If they are correct,
click Next to confirm them. To proceed, click Next (Figure 7-36).

Confirm CIFS settings I

The CIFS server will be started with the following settings:

Server name: FLJ1

Server description: |IBM TotalStaragedR) NAS
Gateway 500

Domain or workgroup: MASS00

Primary WINS server:

Secondary WINS server:

Authentication method: Local

Primary auth server:

Secondary auth server:

Encryption: enahled
[ymamic user creation: [iA

Help | «Back || nmedr ||t

Figure 7-36 CIFS Settings confirmation
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Volume wizard

If the storage has been configured on the storage device beforehand, it can be
immediately mapped for users to be able to access it. After you completed the
CIFS setup, you can continue with creating NAS volumes as part of the Initial
Configuration wizard.

If you break out of the Initial Configuration wizard without creating the NAS
Volumes, you can map the storage later as part of a device discovery procedure.
For detailed instructions please refer to Advanced storage configuration topic
discussed in 8.2, “Storage configuration” on page 154.

Supported external storage devices are:

» IBM FASLT family of storage servers

» IBM Enterprise Storage Server

» IBM TotalStorage SAN Volume Controller
» IBM TotalStorage SAN Integration Server

In this setup example we defined a 74 GB logical drive in a RAID-5 array made of
four physical disk drives residing in a FAStT 700 storage server. We used the
IBM FASLT Storage Manager version 8.4 running on a Windows 2000 server with
the Fibre Channel adapter inserted to configure it.

If a disk were configured in advance it would show up on the next panel under the
Logical Volumes heading. Select it and click Add to establish a NAS volume
(Figure 7-37).

Yolume selection

Select one ar mare logical valumes used to create the MAS volume:

Logical Yolumes Selections
hdigk2 | Add
Remaove
Help Netr || Exit

Figure 7-37 Volume selection
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The selected volume will show in the right pane under Selections (Figure 7-38).

Yolume selection

Select one ar mare logical valumes used to create the MAS volume:

Logical Yolumes Selections
| Add hdisk2:none
Remaove
Help Netr || Exit

Figure 7-38 Volume selected

Note: All NAS Gateway 500 volumes are automatically formatted with the
JFS2 file system.

Now enter the Volume name under which the users will be able to access it. If
you enable the snapshot feature, you also have to provide the maximum number
of snapshots and snapshot size. This way the NAS Gateway 500 device will
know how much space it needs to reserve for the snapshot feature. Additionally,
you can specify what kind of volume sharing (CIFS, NFS or both) will be enabled
with this volume (Figure 7-39).
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Yolume configuration

Volume name:

[vl Enable snapshots

Mazimum number of snapshots:

7 =
=]

Snapshot size (percentage of the valume to be reserved for snapshots):

=]
m=

[Vl Enable CIFS sharing

[Z] Exportthe volume as a MFS share

Help | «Back | =

Figure 7-39 Volume configuration

After defining all options, the summary panel is presented (see Figure 7-40). You
can still change them by clicking Back or confirm them by clicking Next.

NAS Yolume Creation Confirmation

The following MAS YWalume will be created:

Mame of new MNAS Yolume: FLI1%LO1

Reszource group associated to: FLJ1

Maximum number of shapshats: &

Space reserved for snapshot: 10 %

Logical volumeis) to use: hdisk2

Capacity: T4397 MBytes

File system type: Enhanced Journal File Systermn
Share as CIFS fileshare: yes

Export as MFS share: Ves

4 Back

[ mets || et

Figure 7-40 NAS Gateway 500 volume creation confirmation
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The NAS volume is created. By clicking Create Another Volume, you can
repeat the procedure to create another NAS volume (Figure 7-41).

NAS Yolume Creation Complete

Your MAS valume has been created on your IBM TotalStorage MAS Gateway 500. Ifyou wish to create
additional NAS volumes, click the button laheled 'Create anather valume'. Ifyou are finished creating
valumes, click the Finish' button to complete the wizard.

Create another volume

«Back | | Finish

Figure 7-41 Completing the Volume creation

This concludes the initial configuration of the NAS Gateway 500 single node
device. After you have done these basic steps, the Welcome heading is removed
from the left pane of the WebSM main window.

Important: Although it is possible to use dynamic IP address for the service
ethernet interface, it is advisable to change to static addressing immediately
after initial configuration of the NAS Gateway 500 has been done. Please refer
to “TCP/IP configuration” on page 149 for detailed guidance.

Starting the Feature wizard after initial configuration

The Welcome wizard can be run only during initial configuration of the NAS
Gateway 500. If, however, you need to change some features of the NAS
Gateway 500, it is possible to do so by using the Feature wizard. Start the
WebSM and login as root. In the main panel open NAS Management —> NAS
System —> Feature Management and click the Feature wizard in the right
pane, as shown in Figure 7-42.
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Weh-hased System Manager - WehSM.pref: /NAS Management/NAS Syste... M=l E3

Console  Feature Management Selecied Wiew Window  Help n"l:f@
<= =p ® O
Navigation Area : HAS System: Feature Management
=] @ Management Environment :
[ a1 :
5 @ NAS Management Feature Management

=[] MAS System

ﬁm Administrators

ﬁm Client Access

5% Directary Services

7 File Serving

@ Yolumes

@ Snapshots
5% Cluster Management |
§|Feature Managementl

[ a1 :

[ Reaty | — Fost it

Figure 7-42 Starting the Feature wizard

The Feature Selection wizard window opens with a description of what it can be
used for (Figure 7-43).

EZ1BM NAS Gateway 500 =10 |

This wizard allaws yau to specify which features you have purchased faryour 1B TotalStarage MAS
Gateway a00.

Figure 7-43 Feature selection wizard
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After clicking Next on the previous screen, you get the feature selection window
again to enable the option you left out at the initial configuration (Figure 7-44).

EZIBM NAS Gateway 500 =13

Select the features that you have purchased and want to configure:

[C1 Clustering

[Vl CIFS File Sening

‘ Help | «Back || nes ||

Figure 7-44 Selecting features: Clustering and CIFS

Clicking Next without selecting or deselecting features has the effect of exiting
the window. Selecting a feature will start the wizard for that feature.
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Subsequent configuration

This chapter discusses the subsequent and advanced configuration of the NAS
Gateway 500. The following topics are covered:

» Network configuration
Discovering new storage devices
Creating a NAS volume

Creating a mirror

»
»
»
» System errors and notification
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8.1 Network configuration

Here we introduce how to configure networking on a NAS Gateway 500. You can
use this method to configure the administrative network interface, which is not
covered by the Initial Configuration wizard.

8.1.1 Network interface description

148

The NAS Gateway 500 system board contains two integrated 10/100 Mb
ethernet ports, directly connected to the PCI bus. For connecting the network
cables, there is a dual RJ-45 connector with activity LEDs on the back of the
system, as shown in Figure 8-1. There is also an activity LED on the front panel.
The top port, port 2, is reserved for cluster interconnect. The bottom port, port 1,
is used for service purposes. Neither port can be used as a fileserving network

adapter.

TR -

o]

Figure 8-1 On-board ethernet ports

Important: Ethernet Port 1 (bottom port) should be used for all configuration

tasks.
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8.1.2 TCP/IP configuration

IP address of the NAS Gateway 500 can be changed in the Basic TCP/IP
Configuration wizard. To start it, select Protocol Configuration under NAS
Management and click the Set up basic TCP/IP configuration task in the right
pane, as shown in Figure 8-3.

Console TCPAP Cocoo Wiew Window Help ofa e
CE=E@ D> E -°
Navigation Area : TCPAP ({IPv4 and IPv6): Protocol Configuration

@ Management Environment
= @ MAS Management
=[] MaS System
lﬂm Manage Administrators
ﬁm Client Access
5% Directory Services

(] File Sening I?I
[ valurmes g

[ snapshots
53 NAS Cluster Management
=[] 8139143
85 Devices
= 5 Metwork
Metwork Overview
= T TCPAP (P and IPYE)
A Metwork Interfaces
% Genvice
@ Subsystems
[] Access Contral
52 Applications
E Systern Environment

TCP/IP Protocol Configuration

|7 Ready | — I foot -9 |

Figure 8-2 Basic TCP/IP configuration welcome screen
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Console TCPAP ol o0 Yiew Window Help FE
CmEH® | a -°

Mavigation Area

: TCPAP {IPv4 and IPvi): Protocol Configuration

2 Management Environment
= O MAS Managemant
B[] MAS System
(0 Manage Adrinistrators
i Client Access
% Directory Services

# (“I File Sening ] i1imiE BEoE@
[P volurnes ] |

|_.§| Snapshots
57 MAS Cluster Management
B[] g139143
8% Devicas
= 5 Metwork
Metwnrk Dverew
=] w TCRIP (Pvd and [Py
B Metwork Interfaces
2 Bemice
@ Subsystems
[ access Control
£ applications
[ systern Erwironment

TCP/IP Protocol Configuration

I Reaty | — oot -9
Figure 8-3 TCP/IP configuration

The wizard shown in Figure 8-4 starts and asks you whether you want to use a
static IP address (select Manually configure TCP/IP) or have it assigned
dynamically by a DHCP server in your network (Automatically configure
TPC/IP using DHCP).
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This Wizard helps you create a TCPIP configuration to establish a network
connection.

Wiould you like to configure TCRAP autormatically ar manually using
information that has been given to you?

@ Manually configure TCPAP.

) Automatically configure TCRIP using DHCP.

Flease Maote: To obtain an [P address and other canfiguration information
automatically, you must make sure that a DHCP server exists an the
network.

Hextw || Cancel

Figure 8-4 IP address allocation mode

If you select manual configuration, you have to enter the Host name, an available
IP address, and a corresponding subnet mask for your NAS Gateway 500
(Figure 8-5).

All address fields can support dotted decimal {IPv4) or colon {PvE) address farmats. Examples of
the different farmats are shown below:

Dotted decimal {IPv4): 9.37.153.201
Colons {IPvE): feB0:260:8c2e:a445

What i the host name and IP address for this system?

Host name: [FLz |
IP address: I |

Subnet mask(IPv4) or Prefix [ |
length{lPvi):

Figure 8-5 Host name, IP address and subnet information
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Now select the ethernet adapter to be associated with the IP address entered in
the previous step. The onboard Ethernet port 1 should be used for all
configuration tasks. Use the number of the interface displayed on the LCD
operator panel during the initial configuration of the NAS Gateway 500 (see
“Connecting and powering on the NAS Gateway 500” on page 119). In our
example, it is the en5 network interface (Figure 8-6).

Set Up TCP/IP 10l =l

Asystern can have mare than one network adapter installed. Which network interface dao you want
to associate with the IP address?

Metwork interface:

enl Standard Ethernet Metwork Interface .

enl Standard Ethernet Metwork Interface
enl Standard Ethernet Metwork Interface
en? Standard Ethernet Metwork Interface
en3 Standard Ethernet Metwork Interface
end Standard Ethernet Metwork Interface
end Standard Ethernet Metwork Interface
etl IEEE 802.3 Ethernet Metwork Interface

et! IEEE 802.3 Ethernet Metwork Interface. ||

| 4 Back || Hextw || Cancel

Figure 8-6 Selecting the network interface

Tip: You can also use the 1sent command to find out which ent adapter is
which port. Run /opt/nas/1ib/1sent ent*.

For communication outside of the native network segment, you need to enter the
address of a default gateway. For name resolution, enter the DNS domain name
and IP address of your DNS server (Figure 8-7).
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What i= the default gateway address?

Default gateway addrass:

What domain name and name server address do you want to specify for name resolution
serices?

Ciomain narme: I |

IP address ofthe name server: | |

4 Back || Hextw || Cancel

Figure 8-7 Gateway and DNS information

After you have entered all needed information, the summary panel is displayed.
Click Back if you want to change some of the information or select Finish to

apply the changes. To exit this part of the configuration without any changes, you
can click Cancel (Figure 8-8).

The following infarmation will be used to configure TCRIP:
Host name: FLJ3

Metwork interface: end Standard Ethernet Metwork Interface
IP address: 9.1.38.198

Subnetmask: 255.255.254.0

Default gateway IP address:

Diomain name:

Mame server [P address:

| 4 Back || Finish || Cancel

Figure 8-8 TCP/IP configuration summary
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As the changes are being applied, a progress panel is displayed. By clicking the
Show Details button you can see detailed information about this procedure.
When it is finished, the Success or Failure (together with reasons for it) will be
shown. Click Close to remove this panel (Figure 8-9).

o Finished
Success Show Details
=

Figure 8-9 Configuration progress

If you try to start another task now, a warning panel is shown stating that the
network connection to the NAS Gateway 500 is lost (see Figure 8-10). This is
normal because the IP address was just changed. Restart the WebSM and enter
the new IP address.

The connection to your managing session on 9.1.39.143 has been lost.
Possible reasons are:

- remote server died because of reboot/shutdown.

- a network error occured.

Weh-based System Manager cannot run without the managing session

and must exit.

Figure 8-10 Connection lost message

8.2 Storage configuration

There are some storage configuration tasks that have to be done after the NAS
Gateway 500 has been setup with the Initial configuration wizard. To help you
understand them more easily, we first describe how AIX operating system
handles storage.

The five basic logical storage concepts are: physical volumes, volume groups,
physical partitions, logical volumes, and logical partitions. The relationships
among these concepts are illustrated in Figure 8-11.
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ROOTVG

Physical
Partitions Three physical disks in the box form
/ a single volume group (rootvg).

. Logical
Physical e
Partitions RN Partitions

Physical Volume
hdisk0
hdisk1 — ] ‘
Physical Volume

Physical -
Partitions /Loglcal Volume

hdisk2

Physical Volume

Figure 8-11 Relationship between logical storage components

The following statements can be made regarding Figure 8-11:

» Each individual hard disk drive is called a physical volume (PV) and has a
name (for example: hdisk0, hdisk1, or vpathO).

» All physical volumes belong to one volume group (VG) named rootvg.

» All of the physical volumes in a volume group are divided into physical
partitions (PPs) of the same size.

» Within each volume group, one or more logical volumes (LVs) are defined.
Logical volumes are groups of information located on physical volumes. Data
on logical volumes appear as contiguous to the user but can be discontiguous
on the physical volume.

» Each logical volume consists of one or more logical partitions (LPs). Each
logical partition corresponds to at least one physical partition. If mirroring is
specified for the logical volume, additional physical partitions are allocated to
store the additional copies of each logical partition.

» Logical volumes can serve a humber of system purposes (paging, for
example), but each logical volume that holds ordinary systems, user data, or
programs, contains a single journaled file system (JFS). Each JFS consists of
a pool of page-size (4 KB) blocks. In AIX Version 4.1 and later, a given file
system can be defined as having a fragment size of less than 4 KB (512
bytes, 1 KB, 2 KB).
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After installation, the system has one volume group (the rootvg volume group),
consisting of a base set of logical volumes required to start the system.

NAS volumes are file systems on disk space on external storage that serve files
to client machines. During the NAS volume setup, the NAS management
software automatically creates underlying volume groups and logical volumes.

8.2.1 Discovering storage devices
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After the Initial Configuration wizard has been used to create the NAS volume,
the volume is ready to be used. However, if you exited out of the wizard without
creating the NAS volume, there are additional tasks to be done before volumes
can be used. The procedure is somewhat different than when using the Initial
Configuration wizard. First, storage devices need to be discovered. In the
WebSM main panel, select Devices —> Overview and Tasks under NAS
Management in the left pane. In the right pane you will see status of the Device
Manager. Selecting Discover devices that were powered on after the last
system restart task will start the discovery procedure (Figure 8-12).

Console Devices oo Wiew Window  Help el
=0 |8
Navigation Area : Devices: Overview and Tasks
= @ Management Environment |
[ a.1.38.1a7 |
B[] 1921682441 ] De o anaqe

= © NAZ Management
= [ MAS System

m} Manage Administrators

{0 client Access ] !
5% Directory Services g

=1 File Serving i

[P wolumes ]

[ snapshots |
5% MAS Cluster Management
= [ 8138197 |
B 8F Devices E
:
(=) Disks |
2 Netwark
ﬂ Applications
@ Systern Environrment
[ 1921682441

[T Feoaty I : I fome |

Figure 8-12 Starting the discovery task

Tip: The discovery procedure is done automatically in the background and
thus it is seamless for the administrator if the volume was set up as part of the
Initial Configuration wizard (see “Volume wizard” on page 141).
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The Discovery task is displayed on the progress indicator panel, as shown in
Figure 8-13. By clicking Show Details, you can get a description of the
procedure.

Performing task
Working...... Show Details

| Close | | Stop | | Help |

Figure 8-13 Discovery task progress

The new hard disk will be included in the total Available Hard Drives count in the
right pane, as shown in Figure 8-14.

Console Devices oo o Wiew Window Help |
o= Ee D |8

Navigation Area

4
¥

Devices: Overview and Tasks

E O wanagement Erviranment
[] 5138187
[ 1921682441
B2 © MAZ Management
=[] NAS Systern
G50 Manage Administrators
0 client Access
5% Directary Services
1 File Serving
@ “olumes
= 9 snapshots
Overview and Tasks
El All Bnapshots
E% MaS Cluster Managemeni
= [ 9138107
=] E%" Devices
i v and e
(= Disks
3 Nebwork

Device Manager

Figure 8-14 New storage device

8.2.2 Creating a NAS volume

Before users can connect to the new hard disk, it has to be mapped as a NAS
volume. Under NAS Management, select NAS System —> Volumes
—>O0verview and Tasks and click the Create a NAS Volume task in the right
pane (Figure 8-15).
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Console Valumes cocioo Miew Window  Help FE

EwE e D

Navigation Area : Volumes: Overview and Tasks

= @ Management Environment
[ a.1.38.1a7 |
[ 1921622441 Volumes
= © NAZ Management d
= [ MAS System
m} Manage Administrators
i client Access
5% Directory Services
=1 File Serving
= [P volumes
El AllYolumes
[/ snapshots
5% NAS Cluster Management
[] a1381a7
[] 182.168.244.1

| lReady I . oot -9
Figure 8-15 Creating new NAS Gateway 500 volumes

The NAS Volume wizard will start (Figure 8-16).

Welcome to the NAS Volume wizard!

The following panels will walk you through creating MAS volumes on your IBM TaotalStorage MNAS
Gateway 500, Disk space is unusable unless it has a volume associated with it

Mote: External storage must be pre-configured on the devices before the MNAS Gateway will be able
to create valumes. This is typically done through stand-alone clients using FASET Storage Manager
or ESS Specialist. All NAS volumes will default to the JFSZ filesystemn type.

| Bt

Figure 8-16 NAS Gateway 500 Volume wizard
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The newly discovered disks will be presented under Logical volumes in the left
pane (Figure 8-17).

Yolume selection -

Select one ar mare logical valumes used to create the MAS volume:

Logical Yolumes Selections

hdigk2 | Add
Remaove

‘ Help Netr || Exit

Figure 8-17 Volume selection

Select the new disk and click Add to move it under Selected pane on the right
(Figure 8-18).

Yolume selection -

Select one ar mare logical valumes used to create the MAS volume:

Logical Yolumes Selections

| Add hdisk2:none
Remaove

‘ Help Netr || Exit

Figure 8-18 Volume selected
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Now enter the Volume name under which the users will be able to access it. If
you enable the snapshot feature, you also have to provide the maximum number
of snapshots and snapshot size. This way the NAS Gateway 500 device will
know how much space it needs to reserve for the snapshot feature. Additionally,
you can specify what kind of volume sharing (CIFS, NFS or both) will be enabled

with this volume (Figure 8-19).

Yolume configuration

Volume name:

[vl Enable snapshots

Mazimum number of snapshots:

7 =
=]

Snapshot size (percentage of the valume to be reserved for snapshots):

=]
m=

[C] Enable CIFS sharing

[Z] Exportthe volume as a MFS share

Help «Back

Figure 8-19 Volume configuration

After defining all options, the summary panel is presented (see Figure 8-20). You
can still change them by clicking Back or confirm them by clicking Next.
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NAS Yolume Creation Confirmation

The following MAS YWalume will be created:

Mame of new MNAS Yolume: FLI1%LO1

Reszource group associated to: FLJ1

Maximum number of shapshats: &

Space reserved for snapshot: 10 %

Logical volumeis) to use: hdisk2

Capacity: T4397 MBytes

File system type: Enhanced Journal File Systermn
Share as CIFS fileshare: yes

Export as MFS share: Ves

Back || New»r || Eat

Figure 8-20 NAS Gateway 500 volume creation confirmation

The NAS volume is created. By clicking Create Another Volume you can repeat
the procedure to create another NAS volume. Exit the wizard by clicking Finish
(Figure 8-21).

NAS Yolume Creation Complete

Your MAS valume has been created on your IBM TotalStorage MAS Gateway 500. Ifyou wish to create
additional NAS volumes, click the button laheled 'Create anather valume'. Ifyou are finished creating
valumes, click the Finish' button to complete the wizard.

Create another volume

«Back | | Finish

Figure 8-21 Completing the volume creation
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8.2.3 Creating a mirror
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The NAS Gateway 500 comes with four hot-swap hard drive bays. With the
standard configuration, the first drive bay is populated with a 36 GB hard disk.
If your initial NAS Gateway 500 order includes the mirroring feature, the second
drive bay is populated with a 36 GB hard disk, and factory personnel have
employed the AIX Logical Volume Manager mirroring function to protect the
operating system against the possible failure of the first disk. IBM does not
support the population of the remaining hard drive bays in the NAS Gateway
500.

If you order the mirroring feature after you have already ordered the NAS
Gateway 500, see the section titled "Mirroring Option" in the IBM TotalStorage
NAS Gateway 500 Hardware Installation Guide. It tells you how to install the
hard drive that comes with the feature, and how to invoke the AIX Logical
Volume Manager mirroring function using the SMIT interface.

The following pages tell you how to invoke the AlX Logical Volume Manager
mirroring function using the WebSM interface. Remember, you don't need to do
this if your NAS Gateway 500 came from the factory with two hard drives,
because the mirroring function was installed at the factory.

Note: While the NAS Gateway 500 administrator account can be used for the
majority of everyday tasks on the NAS Gateway 500, for this specific task you
have to use the root account.

To create a mirror of the volume select Volumes —> Volume Groups under
Management Environment in the left pane. The root volume group is displayed
in the right pane, as shown in Figure 8-22.
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ﬂ.ﬁ-Weh—hased System Manager - /WebSM.pref: /Management Environment;/9.1.38.198/¥Yolumes/¥olume Groups
Console Volumes Selected  View Window Help

C=HeL|vEocelNEEE> = G| EE
Mavigation Area : Volumes: Volume Groups
=] Q Management Environment | name |State |H0tSpare|Aut0 SynclMirrorW...lUsed [...

= [] 9138198 | = 03 rootvg active Mo Mo 15552
Overvigw :
E‘? Devices
5% Metwork
{m Users
Backup and Restare
E File Systems
= ﬁ Yolumes :
Overview and Tagks |
17 walurne Groups :
O Logical Yolumes
@ FPaging Space
= Physical Valumes

Figure 8-22 Volume groups

Our NAS Gateway 500 has two hard disks installed, seen by the operating
system as physical volumes hdisk0 and hdisk1. The operating system is installed
on the hdisk0, which is part of the root volume group. The hdisk1 has to be
added to the rootvg and then the mirror can be established.

You can determine the hard disk number by “location code”. The location code
can be obtained by the command 1sdev -Cc disk. The output looks like
Example 8-1.

Example 8-1 Determine hard disk number

[Tocalhost 52]/>1sdev -Cc disk
hdiskO Available 10-60-00-8,0 16 Bit LVD SCSI Disk Drive
hdiskl Available 10-60-00-9,0 16 Bit LVD SCSI Disk Drive

The last digit before “” is the SCSI ID of the hard disk. The SCSI IDs are also
marked on the hot-plug disk slots. The SCSI IDs of the four slots are (from left to
right): 8, 9, 10, 11.

Right-click the rootvg and select Properties, as shown in Figure 8-23.
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Web-based System Manager - /WebSM.pref: /Management En¥vironment,/9.1.38.198 /Yolumes/¥Yolume Groups
Console Volumes Selected  View Window Help

C=mEHOL | Y HoelNHEEE> = §[EE

E File Systems
=] |_.|§| Wolumes
Overview and Tasks

Import ¥olume Group..
Restore ¥Yolume Group...
Increase Any Paging Space »

17 wolurne Groups
O Logical Yolumes
Eﬁ Faging Space
= Physical Valumes

Mavigation Area : Vi
= &) Management Environment na g |H0tSpare|Aut0 SynclMirrorW...lUsed [
= [] 9.1.38.198 : g”t(;a“'f;)'“ g @ Mo Mo 15552
ot Spot Reporting...
[ Cverview e
= ) Reorganize...
&g Devices ]
Synchronize...
5% Metwork Back Up
Gm Users Convert...
T Backup and Restore
P e »

Figure 8-23 Rootvg properties

Open the Physical Volumes tab of the rootvg properties. Add hdisk1 from

Available Physical Volumes to the rootvg by selecting it and clicking the < icon

(Figure 8-24).

=

Yolume Group rootyg Properti

hysical Yolumes

FPhysical Walumes in Valume Group

Awailable Physical Yolumes

=10l x|

hdiskd hdisk1
= [hdiskz
=
Maximum numhber of physical volumes: £
Physical partition size: 64
Free physical space: 19136 | Megabytes -
Maximum number of physical patitions per physical valume: 1016

Logical track maximum data transfer size:

O Designate disk as a hot spare

R

Ok

Cancel | |

Help

Figure 8-24 Adding physical volumes to rootvg
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The new drive is now displayed under the Physical Volumes in the Volume
Group pane. Select OK to initiate the procedure (Figure 8-25).

Ega\l'olume Group rootyg Properties @ FL13 i |EI|1|

FPhysicaIVolumes rHotSpotReponing rLogicaIVDIume Map rPhysicaIVDIume Map

General r Hot Spare Disk Support |
FPhysical Walumes in Valume Group Awailable Physical Yolumes
hdiska hdisk2
hdiskl =
=
32

Maximum numhber of physical volumes:
Fhysical partition size: 64

Free physical space: 19136 Megabytes -

Maximum number of physical patitions per physical valume: 1016

Logical track maximum data transfer size: 128 =

| Designate disk as a hot spare

| QK | | Cancel | | Help

Figure 8-25 New physical volume added to rootvg

When the procedure is done, the progress panel displays Success. If there
happened to be some error, you could click Show Details to get an explanation
of the problem (Figure 8-26).

E‘%Working... _ (ol x|
[ | [ Finished
D .
p Success Show Details
B

Figure 8-26 Progress panel

The next step is to establish a mirror. Back in the main WebSM window,
right-click the rootvg again and select Mirror, as shown in Figure 8-27.
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Web-based System Manager - /WebSM.pref: /Management En¥vironment,/9.1.38.198 /Yolumes/¥Yolume Groups

Console Volumes Selected  View Window Help
C=H0Y|vEHoellNEREE> = [|EE
Navigation Area :‘_ AL '_ Gronme
=] Q Management Environment E ZE]D?VZTLE; |H0tSpare|Aut0 SynclMirrorW...lUsed [...
= [ e138198 || HotspotReporting.. @ Mo Mo 15552
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aF Devices Ee—— off 69
£ Network : Synchranize... yncd off
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Figure 8-27 Establishing a mirror

The Mirror Volume Group window is displayed. Leave the default option Default
to any physical volume in volume group selected. The bottom two options
(Keep quorum checking on, and Create an exact logical volume mapping) should
not be selected (Figure 8-28).

irror Yolume Group - rootvg : 9.1.38.198 ﬂ

~Physical valume

(] Default to any physical volume in volume group

L] Select physical volumes in volume aroup

—Mirraring characteristic

Total number of mirrors: w7 i3

Mirror synchronization mode: |F0regr0und v|

| Keep guorum checking on

[Z] Create an exact logical volume mapping

| QO | | Cancel | | Help

Figure 8-28 Configuring the mirror
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After clicking OK, the mirror will be initiated. By clicking Show Details, the
progress and possible messages will be displayed in the progress window
(Figure 8-29).

E‘%Working _(Ol x|
] |y PRITOrmMing task
Working...... Hide Details
® Messages 2 Commands
Find: | Findnes |
[ stop || hen |

Figure 8-29 Progress window

When the mirror is created, the Success window is displayed (Figure 8-30).

Egavmrking [_ (O] %]
[} [}, Finished
L1 ;
T .o" TR Show Details
BT

Figure 8-30 Mirror created

After the “Mirror” step is completed, use WebSM (see Figure 8-27 on page 166)
and execute the “Synchronize” step for your newly created mirror.

You can find additional information on how to mirror the rootvg in NAS Gateway
500 Hardware Installation Guide. Please take a look at Section 7.2, “Planning for
the setup” on page 117 to find out how to obtain a copy of the guide. The final
steps for mirroring rootvg using the command line interface are to enter the
commands bosboot -a and bootlist -m normal hdisk0 hdisk#, where # is the
number of the new disk.
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If the primary hard disk fails in such a configuration, the operating system
continues to run from the second hard disk until the failed drive is replaced. If a
reboot has to be done in this degraded state, the operator needs to select the
second disk as the booting device in the boot list.

8.3 System errors and notification

There are several layers of error capture and notification implemented in the
NAS Gateway 500. In this section we offer a short overview and point out the
basic tasks that the system user is able to do before calling support personnel.

8.3.1 Service Processor

The Service Processor is an autonomous part of the machine used to monitor
the NAS Gateway 500, its hardware parts, and the operating system. It writes the
monitoring results into system logs. The Service Processor runs its own firmware
code and is independent of the operating system. If the operating system hangs
or is not in an operational state, the Service Processor offers the possibility to
communicate with the machine or restart the operating system. Additionally, the
Service Processor is able to start automatic corrective actions, like sending out
error notification to IBM Service. As this is beyond the scope of this book, please
refer to IBM TotalStorage NAS Gateway 500 Advanced Configuration and
Problem Determination Guide for more information about the Service Processor.

8.3.2 Operating system error logging

Another level of error logging is done inside the operating system. If an operating
system module detects an error, it sends the error information to the errlog kernel
service, which adds the timestamp and writes it to the error log file.

8.3.3 System error log

168

When an error or potential problem is detected by the operating system or
service processor, the System Attention LED on the operator panel is turned on.
Information about the error or potential problem is stored in error logs. The error
logs can be accessed from the console that is used to manage the system.

Viewing the system error log
If you want to view the system error log, connect to the NAS Gateway 500 and
login as root (Figure 8-31).
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MWINNT system32'emd.exe - telnet 9.1.38.198

IBM TotalStorage MAS Gateway 588 vi.

(C> Copyrights by IBM and by others 1982 2883 .
login:root

oot’s Password:

Figure 8-31 Telnet login

Once inside the NAS Gateway 500 command prompt, execute the errpt -dH
command. This will display all hardware errors (Figure 8-32).

WINNT system32icmd.exe - telnet 9.1.38.198

IBM TotalStorage MAS Gateway 588 vi.@

{C> Copyrights by IBM and by others 1982, 2883.
login:root

root’s Password:

Welcome to IBM TotalStorage NAS Gateway 588 (Build 28>

Mote: Initial configuration must be done within the Web8M interface.
Configuring the NAS Gateway 588 via smit or NAS CLI is not
supported. Please exit and use the WebSM client software to
access the server.

I EEEEEEEEE]
IEEEEREEEEE]

Last unsuccessful login: Tue Aug 5 17:11:15 CDT 2883 on sdevs/ttyd from localhos

it

Last login: Mon Nov 24 28:17:11 CST 2883 on ~dev/ptssA from 9.1.39.22

</>——derrpt —dH_ =l

Figure 8-32 Viewing error log

If the list (see Figure 8-33) is not empty and there are relevant error entries, you

should contact support personnel.

INNT'system32'cmd.exe - telnet 9.1.38.198

IDENTIFIER TIMESTAMP G RESOURCE_NAME DESCRIPTION
1124201983 P H dac@ CONTROLLER HEALTH FAILURE
1124208983 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124195983 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124194983 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124193983 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124192983 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124191983 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124198983 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124185983 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124184883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124183883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124182883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124181883 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124186883 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124175883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124174883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124173883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124172883 P H dac@ CONTROLLER HEALTH CHECK FAILURE
1124171883 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124178783 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124165783 P H dacB CONTROLLER HEALTH CHECK FAILURE
1124164783 P H dacB CONTROLLER HEALTH CHECK FAILURE
BC66FAAY 1124163783 P H dacB CONTROLLER HEALTH CHECK FAILURE _J

Figure 8-33 List of errors
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For more information on the system error log, see Appendix A, “Error log
information” on page 373.

8.3.4 System Attention LED

The System Attention LED on the operator panel turns on if specific failures have
happened. This is how the NAS Gateway 500 signals the fact to the operator
(Figure 8-34).

Figure 8-34 System Attention LED

Important: Before clearing the System Attention LED, the system error log
should be diagnosed to find out if a corrective action is needed.

Resetting the System Attention LED

To reset the System Attention LED, proceed with the following steps. If the NAS
Gateway 500 is powered on, run the following commands:

As a user with root authority, type diag on the command line, and do the
following steps:

1. Select Task Selection.

2. On the Task Selection Menu, select the Identify and Attention Indicators.

3. When the list of LEDs is displayed, use the cursor to highlight Set System
Attention Indicator to Normal.

4. Press Enter, and then press F7 to commit. This action turns off the LED.
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If the system is shutdown and in Standby (with OK on the display), access the
service processor menus. From the service processor main menu, do the

following:

1. Select System Information Menu (see Figure 8-35).

2. Select LED Control Menu (see Figure 8-36).

3.
Figure 8-37).

Select Clear System Attention Indicator. This action turns off the LED (see

As an alternative, if powered on and logged in, you can also follow this process,

which causes a system restart:
shutdown -F

If the NAS Gateway 500 is powered off, apply power on and wait for the Main
Menu to display on the terminal, as shown in Figure 8-35. Press 3 to enter the

System Information Menu.

Service Processor Firmuare
Uersion: 3RA308826
Copyright 2881, IBM Corporation
1ACEF4n

MAIN MENU

. Service Processor Setup Menu
. System Power Control Menu

. System Information Menu

. Language Selection Menu

. Call-InsCall-0Out Setup Menu
. Set System Name

. Exit from Menus

OO L DN

w0

ax

SCROLL

(Connected 0:12:23 |VTIDDJ |9600 5-M-1 |CAPS |NUM |Capture

Print echo

N R

Figure 8-35 Main menu
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Enter 10 to access the menu for controlling the LEDs on the front panel
(Figure 8-36).

SYSTEM INFORMATION MENU ;I

1. Read UPD Images from Last System Boot

2. Read Progress Indicators from Last System Boot
3. Read Service Processor Error Logs

g. Read Systﬁm POST Errors
6

. Read NURA

. Read Service Processor Configuration
2. ~Pracassson. O i 5 3 HdnmMono
B L Hemo zasi@orfogn atlmar. Pesar
T Pawee Contien LB I fHenn

L RER i e T e
ii. FMCHAL3 Intewposer Pioug Count Menu
Mot Eapported.
12 . Pepfarmance Mode Setup Menw
Mot Applicsbils,
k4. LY HMode Fenon
Hot: Sapported.
dd. Renote 10 RTOY Lhand Speelt Sedap Heno
o, Heturn Lo Ueewious Heno
Y. H:ziv Fram Henss

B 18

prnected 0:12:43 |VTIDDJ |9600 g-MN-1 |SCROLL |CAPS |NL|M |Capture Print echa A'E

Figure 8-36 System Information menu

When the LED Control menu opens, enter 2 to clear the System Attention LED
(Figure 8-37).

D= 53

LED Control Menu

1. SetsReset Identify LED state
2. Clear System Attention Indicator

98. Return to Previous Menu

ax 2 :j
v

(Connected 0:13:06 |VTIDDJ |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo

Figure 8-37 LED Control menu

The System Attention LED will be cleared and you can continue to boot the NAS
Gateway 500.
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Cluster configuration

This chapter discusses the cluster configuration of NAS Gateway 500. We go
through a sample cluster configuration, covering the following topics:

Cluster concepts
Cluster planning

Our cluster configuration
Cluster setup

Additional setup tasks
Testing the cluster
Cluster management

vVVvyVvYyVvYyYVvYYyvyYyYy
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9.1 Cluster concepts

In this section we introduce some concepts of HACMP, the underlying clustering
software used by NAS Gateway 500. Those terms may not appear in the NAS
Gateway 500 cluster configuration menus, but understanding these concepts
can be very helpful for the cluster planning, configuration, and management.

9.1.1 High availability
A NAS Gateway 500 cluster is a high availability cluster. High availability is:

» The masking or elimination of both planned and unplanned downtime
» The elimination of single points of failure (SPOFs)
» Fault resilience, but not fault tolerance

High availability systems are an excellent solution for applications that can
withstand a short interruption should a failure occur, but which must be restored
quickly.

Here is the difference between fault tolerance and high availability: A fault
tolerant environment has no service interruption, while a highly available
environment has a minimal service interruption. Many sites are willing to absorb
a small amount of downtime with high availability rather than pay the much
higher cost of providing fault tolerance. Additionally, in most highly available
configurations, the backup servers are available for use during normal operation.

9.1.2 Cluster topology

The cluster topology consists of cluster nodes, cluster networks, communication
interfaces, and communication devices. In this section we introduce the definition
of these terms and their corresponding components in a NAS Gateway 500
cluster.

Cluster nodes

A node is a computer that runs the clustering software. Nodes may share a set of
resources — disks, volume groups, filesystems, networks, network IP
addresses, and applications.

In a NAS Gateway 500 cluster, both NAS Gateway 500 boxes are cluster nodes.
They share external disks, volume groups, filesystems, networks, and network IP
addresses; they also run the same file serving applications to provide services to
clients.
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Cluster networks

A cluster network connects two or more physical network interfaces. For
example, all Ethernet adapters connected to the same HUB or VLAN are in the
same cluster network, and two serial ports connected via null modem cable are
in another cluster network.

There are many types of networks. HACMP differentiates between two major
types of networks: TCP/IP networks and non-TCP/IP networks.

HACMP utilizes both of them for exchanging heartbeats. HACMP uses these
heartbeats to detect failures in the cluster. Non-TCP/IP networks are used to
distinguish an actual hardware failure from the failure of the TCP/IP software. If
there were only TCP/IP networks being used, and the TCP/IP software failed,
causing heartbeats to stop, HACMP could falsely detect a node failure when the
node was really still functioning. Since a non-TCP/IP network would continue
working in this event, the correct diagnosis could be made by HACMP. In
general, all networks are also used for verification, synchronization,
communication, and triggering events between nodes. Of course, TCP/IP
networks are used for communication with client machines as well.

In a typical NAS Gateway 500 cluster, TCP/IP networks include the Ethernet
connection used for providing file services to client systems as well as the
Ethernet connection used for heartbeating. Non-TCP/IP network includes the
serial connection between the two NAS Gateway 500 boxes.

Communication interfaces

An HACMP communication interface is a grouping of a logical network
interfaces, file serving IP addresses and file serving IP labels that you defined to
HACMP. HACMP communication interfaces combine to create IP-based
networks.

An HACMP communication interface is a combination of:

» A logical network interface is the name of a physical network interface card.

» Afile serving IP address is an IP address over which services, such as an
application, are provided, and over which client nodes communicate.

» Afile serving IP label is a label that maps to the file serving IP address.

Communication interfaces in HACMP are used in the following ways:

» A communication interface refers to IP-based networks and NICs. The NICs
that are connected to a common physical network are combined into logical
networks that are used by HACMP.
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» Each NIC is capable of hosting several TCP/IP addresses. When configuring
a cluster, you define to HACMP the IP addresses that HACMP will monitor
(base or boot IP addresses), and the IP addresses that HACMP will keep
highly available (the IP service addresses).

» Heartbeating in HACMP occurs over communication interfaces.

In a NAS Gateway 500 cluster, the Ethernet ports connected to client network
and the Ethernet ports dedicated for heartbeating, their logical devices are used
as communication interface.

Another type of communication interfaces in a NAS Gateway 500 cluster are file
serving IP addresses. NAS Gateway 500 cluster use IP address takeover
through IP aliasing for file serving IP addresses handling. Before the cluster
software is started, each Ethernet interface has their boot-time IP address, called
boot IP address; after the cluster software is started, the file serving IP address
will be bound to one of those interfaces as an IP alias.

Note: On a NAS Gateway 500 cluster node, each boot IP address must be on
different IP subnets.

Communication devices

HACMP also monitors network devices which are not capable of IP
communications. Device-based networks are point-to-point connections that are
free of IP-related considerations such as subnets and routing—each device on a
node communicates with only one other device on a remote node.

In a NAS Gateway 500 cluster, such communication devices are serial ports.
They connect two NAS Gateway 500s through a null modem cable assembly.

9.1.3 Cluster resources

HACMP considers the following as resource types:

Volume groups

Disks

File systems

File systems to be NFS mounted

File systems to be NFS exported

File serving IP addresses

Applications, include the CIFS file server

vVVvyYvYyVvYVvYYyvYyyYy

Each resource in a cluster is defined as part of a resource group. This allows you
to combine related resources that need to be operating together to provide a
particular service. A resource group also includes the list of nodes that can
acquire those resources and serve them to clients.
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A resource group is defined as one of three types: cascading, rotating, or
concurrent.

We only discuss the cascading resource group here, because it is the only
resource group type used by the NAS Gateway 500 cluster.

All nodes in a cascading resource group are assigned priorities for that resource
group. These nodes are said to be part of that group's resource chain. In a
cascading resource group, the set of resources cascades up or down to the
highest priority node active in the cluster. When a node that is serving the
resources fails, the surviving node with the highest priority takes over the
resources.

A parameter called Cascading Without Fallback (CWOF) is an attribute of
cascading resource groups that defines its fallback behavior. When this flag is
set to TRUE, a cascading resource group will not fallback to a higher priority
node as the node joins or reintegrates into the cluster. A cascading group with
CWOF set to FALSE will exhibit fallback behavior. The fallback behavior of a
NAS Gateway 500 resource group can be set through the cluster configuration
wizard.

9.2 Cluster planning

Here we explain how to plan a highly available NAS Gateway 500 cluster.

9.2.1 Eliminate the single point of failure

Our goal of building a cluster is to eliminate the single point of failure. Table 9-1
summarizes potential single points of failure within a NAS Gateway 500 cluster
and describes how to eliminate them.

Table 9-1 Eliminating cluster objects as single points of failure

Cluster object Eliminate a single point of failure by

Node Using 2 nodes

Power source Using multiple circuits or uninterruptable power supplies
Network adapter Using multiple Ethernet adapters

Network Using a separated, dedicated heartbeating network
TCP/IP subsystem Using serial connection between nodes

Disk adapter Using multiple Fibre Channel adapters
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Cluster object Eliminate a single point of failure by

Disk controllers Using redundant disk controllers provided by storage device
Disk Using RAID functions provided by storage device
Application Assigning nodes for file serving takeover

9.2.2 Planning cluster networks

The NAS Gateway 500 system comes with up to 10 Ethernet ports, depending
on the ordered feature codes. The onboard port 1 is used for administration
purposes, and the onboard port 2 is used to build a dedicated cluster
heartbeating network.

With clustering, there must be at least two and no more than four PCI-X Gigabit
Ethernet adapters per cluster node. The adapters are not required to be the
same feature code. Teaming is not supported when clustering.

The NAS Gateway 500 cluster uses IP address takeover with cascading
resource group. This feature requires that each boot IP addresses on a node
must be on separate IP subnets, and the file serving IP addresses must be on a
subnet that is different from all boot IP address subnets. Your IP address
assignment plan must meet these requirements.

The NAS Gateway 500 cluster uses the same subnet mask for all cluster
subnets, include the file serving IP subnet and the boot IP subnets.

Important: The Ethernet ports connected to client network must be on the
same VLAN.

Note: The network switch on the client network could be a single point of
failure. You should also plan the high availability solution for network devices.
However, this is out of the scope of this book.

9.2.3 Planning cluster disks
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Before you perform the cluster configuration steps, you must attach the shared
disk storage to both NAS Gateway 500 boxes. The shared storage must be
configured to allow access from both nodes. The concurrent access feature is
not required by a NAS Gateway 500 cluster.

The IBM TotalStorage NAS Gateway 500 Integration Guide




9.2.4 Planning cluster resources

The resources used by a NAS Gateway 500 cluster include:

Volume groups

Disks

File systems

File systems to be NFS exported

File serving IP addresses

Applications, including the CIFS file server

yVyVYyVvYVvYyYy

You should group them logically by dependencies before configuring the cluster.

Here are the dependencies between these resources:
» NFS exports depends on file serving IP addresses and shared file systems.

» The CIFS file server depends on file serving IP addresses and shared file
systems.

» Shared file systems depend on shared volumes. Volume groups and file
systems configuration are simplified by NAS Gateway 500 management
tools, generally there is a one-to-one correspondence between shared
volume groups and shared filesystems.

» Shared volumes depends on shared disks.

Based on your requirements, you can decide which node should host which
resource group for file serving, and which node should be the backup.

9.3 Our cluster configuration

We introduce our sample cluster configuration here. The cluster diagram is
shown in Figure 9-1 on page 181.

9.3.1 Our cluster topology

We have two nodes. The hostname of node 1 is flj1, and the hostname of node 2
is f1j3.

We connect serial port 3 of both NAS Gateway 500 boxes together through a null
modem cable, which is provided with NAS Gateway 500 cluster.

We connect the onboard Ethernet port 2 of both NAS Gateway 500 boxes
together through a crossover Ethernet cable, which is provided with a NAS
Gateway 500 cluster.
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We connect the Ethernet port 1 of each Gigabit Ethernet adapter to the client
network switch. The cluster subnet mask is 255.255.254.0. The boot IP
addresses assigned to them are listed in Table 9-2.

Table 9-2 Boot IP address assignment of our cluster

Ethernet port Boot IP address
Node 1, Ethernet adapter 1, port 1 192.168.30.1
Node 1, Ethernet adapter 2, port 1 192.168.40.1
Node 2, Ethernet adapter 1, port 1 192.168.30.3
Node 2, Ethernet adapter 2, port 1 192.168.40.3

We use two file serving IP addresses:

» 9.1.38.198 for CIFS file sharing
» 9.1.38.197 for NFS file sharing

9.3.2 Our shared disks

We have two logical drives from a FastT storage server, connected to both
nodes.

9.3.3 Our resources

We use two shared filesystems, one on each shared disk.

The resource groups in our cluster are as follows:

»

180

Resource group 1 (node 1)

Disks: shared disk 1

Volume groups & file systems: /Vols/volnfs on the shared volume group 1
File systems to be NFS exported: /Vols/volnfs

File serving IP addresses: 9.1.38.197

Preferred owner: flj1 (node 1)

Backup node: flj3 (node 2)

Resource group 2 (node 2)

Disks: shared disk 2

Volume groups & file systems: /Vols/volcifs on the shared volume group 2
File systems to be NFS exported: none

File serving IP addresses: 9.1.38.198

CIFS file server: sharing /Vols/volcifs

Preferred owner: flj3 (node 2)

Backup node: flj1 (node 1)
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Our cluster diagram is shown in Figure 9-1.

Client network

GB Ethernet 1 port 1
192.168.30.1

GB Ethernet 2 port 1
192.168.40.1

On board Ethernet port 2

FLJ1

GB Ethernet 1 port 1
192.168.30.3

Cross over ethernet cable

GB Ethernet 2 port 1
192.168.40.3

Null modem cable assembly

On board Ethernet port 2

T~

FLJ3

/

SAN Switch

FAStT Disk 1

Volume volnfs

Disk 2
Volume volcifs

Cluster subnet mask
255.255.254.0

2 Resource groups

RG1 shares data on volcifs
through CIFS, preferred owner is
FLJ3, service IP address is
9.1.38.198

RG2 shares data on volnfs
through NFS, preffered owner is
FLJ1, service IP address is
9.1.38.197

2 volumes
volnfs on shared disk 1
volcifs on shared disk2

Figure 9-1 Our cluster configuration

Important: While setting up the cluster you must connect the NAS systems to
your disk storage subsystem using a SAN switch. This will provide correct
failover functionality.
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9.4 Cluster setup

In this section we go through our sample cluster setup.

Disclaimer: At the time this book was written, the final release of the NAS
Gateway 500 code was not available yet. Because we were working with the
prerelease code, it is possible there are some differences as compared to the
final product.

Connect the cables as described in 9.3.1, “Our cluster topology” on page 179.

Important: The four Ethernet ports connecting to the client network must be
on the same VLAN.

Connect the integrated Ethernet port 1 of node 1 to the network in which your PC
resides.

Important: You should not connect the node 2 integrated Ethernet port 1 to
the client network unless you have a DHCP server on the network. If there is
no DHCP server, both nodes will be assigned the same IP address on port 1,
which will result in an IP address conflict if both nodes are connected.

Make sure that the Initial Configuration wizard on both nodes has not been run
before.

Power on both nodes, and wait until both nodes have their IP addresses
displayed on the LCD operator panel.

If the WebSM Remote Client is not installed on your PC, follow the steps
described in 7.4.2, “Web-based System Manager Remote Client installation” on
page 121 to install it. Use the IP address displayed on the LCD operator panel of
node 1.

Start the WebSM Remote Client. In the Host name field, fill in the IP address
displayed on the LCD operator panel of node 1. Fill in the root in the User name
field. Fill in the password in the Password field. After that, press Enter or Tab and
wait for connection to be established.

Start the Initial Configuration wizard as described in “Initial Configuration wizard”
on page 128. Click Next to continue.
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As shown in Figure 9-2, select Clustering. If the CIFS feature has been
purchased, select CIFS File Serving. Click Next to continue.

Features
Select the features that you have purchased and want to configure:

[vl Clustering

[V] CIFS File Sening

Help | «Back || nets ||t

Figure 9-2 Select the clustering feature

The date and time settings screen will appear, as shown in Figure 7-22 on
page 131. Enter the proper date and time settings, then click Next to continue.

The root password screen will appear, as shown in Figure 7-23 on page 131.
Enter the new root password twice and click Next to continue.

The NAS Administrators screen will appear, as shown in Figure 7-24 on
page 132. We add user nasadmin here as a NAS administrator account. This
administrator account will be added to both nodes. Click Next to continue.

The directory service screen will appear, as shown in Figure 7-27 on page 134.
Click Next to continue.
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The file access users screen will appear, as shown in Figure 9-3. File Access
Users are cluster aware, and if they exist, they should be added here.

E218M NAS Gateway 500

File access users

Optionally, add or delete file access users:

User D | Full narne

Add

‘ Help | «Back || nets ||

Figure 9-3 Cluster aware File Access User

Click Next to continue.
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The Cluster wizard starts here, as shown in Figure 9-4. Fill in the Cluster name,
Node 1 host name, and Node 2 host name field. Click Next to continue.

Cluster name:
[MASCluster

Node 1 host name:
FLJ1

Node 2 host name:
FLJ3

‘ Help Metr || Exit

Figure 9-4 Setting cluster and node names
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The cluster for node 1 screen will appear, as shown in Figure 9-5. We make the
following configurations:

» In the Subnet mask field, we input 255.255.254.0.

Important: Here is where you would specify your default gateway if needed. If
you have problems setting the default gateway, refer to Section 9.5.2,

“Handling the default gateway” on page 197. Our default gateway is on the file
serving IP address subnet, which is a different subnet from boot IP addresses.

» In the file serving IP addresses field, we input 9.1.38.197.

» We recommend that you leave the “Enable fallback” check box checked.
Fallback means that after takeover has happened, if the preferred owner
comes online again, the resource group will move back to the preferred
owner. Fallback can cause service interruption for a short time, but it can
balance the workload between the two nodes.

» From the Adapter pull down list, select card at slot 2 port 1. Fill 192.168.40.1
in the IP address field. Click Add.

» From the Adapter pull down list, select card at slot 1port 1. Fill 192.168.30.1 in
the IP address field. Click Add.

Click Next to continue.

E316M Totalstorage NAS Gateway 500 ] 3

Cluster for node 1

Subnet mask: |255.255.254.0

File serving IP addresses: |g_1_33_19?

[¥] Enahble fallback (automatically restore file serving)

Boot adapter:
Adapter | 2-Port Gigahit Ethernet-8x PClX Adapter (Card Slot 2 Port 20 w

IP address | |
| laad | | Delete |
Adapter [ IF address
2-Port 10/ 00/ 000 Base-Tx PCIX Adapter (Card Slot 2 Port 1 102.168.40.1
2-Port 10A 00/ 000 Base-Tx PCIX Adapter (Card Slot1 Port 1) 102.168.30.1
‘ Help | «Back || nets || et

Figure 9-5 Cluster settings for node 1
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The cluster for node 2 screen will appear, as shown in Figure 9-6. We make the

following configurations:
» In the File serving IP addresses field, we input 9.1.38.198.
» Leave the “Enable fallback” check box checked.

» From the Adapter pull down list, select card at slot 2 port 1. Fill 192.168.40.3

in the IP address field. Click Add.

» From the Adapter pull down list, select card at slot 1port 1. Fill 192.168.30.3 in

the IP address field. Click Add.

Click Next to continue.

E316M Totalstorage NAS Gateway 500 ] 3

Cluster for node 2

Subnet mask: 265.256.2564.0

File serving IP addresses: 9.1.38.198

[¥] Enahble fallback (automatically restore file serving)

Boot adapter:
Adapter | 2-Port Gigahit Ethernet-8x PCLX Adapter (Card Slot 2 Port 20w

IP address | |
| agd | | Delste |
Adapter [ IF address
2-Port 10/100/1 000 Base-TH PCRX Adapter (Card Slot 2 Port 1) 192.168.40.3
2-Port 10/100/1 000 Base-TH PCl-X Adapter (Card Slot 1 Port 1) 192.168.30.3

‘ Help | «Back || nets || et

Figure 9-6 Cluster settings for node 2
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The Synchronize Cluster screen appears, as shown in Figure 9-7. Click
Synchronize to synchronize the cluster.

Note: The Cluster synchronization can take several minutes to complete.
Don’t make any change on any node during the synchronization period.

Synchronize Cluster

ou have entered all necessary information to configure clustering on yaour IBM TotalStorage® MNAS
Gateway 500, The final step in setting up your cluster is to synchranize the cluster members. Click
the ‘Synchronize’ button to begin cluster synchronization. If you feel you have entered any incorrect
information on the preceeding panels, you may change the values hy clicking the 'Back' button.

Mote:Cluster synchronization may take a few minutes to complete. Please do not make any changes
to the system during synchranization.

4 Back | |§ynchr0nize| | Eit

Figure 9-7 Synchronize cluster

The node 1 network configuration screen will appear. Because we don’t have
any more network interface to configure on node 1, just click Next to continue.

The node 2 network configuration screen will appear. Because we don’t have
any more network interface to configure on node 2, just click Next to continue.

Note: If you did not purchase the CIFS feature, please skip ahead to the
volume selection screen description.

The CIFS server screen will appear, as shown in Figure 9-8. Set the NETBIOS
server names, server description, and NETBIOS domain name here.

Click Next to continue.

Note: The two nodes must have different NETBIOS server names, and they
must belong to the same NETBIOS domain or workgroup.
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CIFS server ]

Mode 1 server name {name appearing in netwark places):
Lt |

Mode 1 server description {description appearing in netwark places):
|IEIM TotalStorage(R) NAS Gateway 500 |

Mode 2 server name {name appearing in netwark places):
[FLuz |

Mode 2 server description {description appearing in netwark places):
|IEIM TotalStorage(R) NAS Gateway 500 |

Domain or workgroup {location where server can be found in network places):
[IBMMAS |

‘ Help Netr || Exit

Figure 9-8 CIFS server settings

The WINS configuration screen will appear. Because we don’t use WINS in our
lab, we just click Next to continue.

Note: If you use WINS with your NAS Gateway 500 cluster, make sure the
WINS server settings are always identical on both nodes.

The CIFS authentication screen will appear, as shown in Figure 7-34 on
page 139. We select local authentication and click Next to continue.

Note: All authentication settings on both nodes must be identical in a NAS
Gateway 500 cluster.

The Local Users screen will appear. We select No, | will create local reader
accounts myself. Click Next to continue.
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Important: Do not select dynamic user creation here. The dynamic user
creation on NAS Gateway 500 is not cluster aware. It only creates local user
accounts on the node which is providing CIFS file service. After failover has
happened, the same user accounts may be recreated on the backup node. In
this situation, the local user accounts for the same CIFS user will be likely to
have different user IDs, which can cause serious file permission problems. For
example, users can’t access the files created by themselves, but can write to
files owned by other users instead.

The confirm CIFS settings screen will appear, as shown in Figure 9-9. Review
the settings and click Next to continue.

Confirm CIFS settings

The CIFS server will be started with the following settings:

Node 1 server name: FLJ1

Mode 1 server desc: |IBM TotalStaragedR) NAS
Gateway 500

Node 2 server name: FLJ3

Mode 2 server desc: |IBM TotalStaragedR) NAS
Gateway 500

Domain or workgroup: IBMMAS

Primary WINS server:

Secondary WINS server:

Authentication method: Laocal

Primary auth server:
Secondary auth server:

Encryption: always
[ymamic user creation: [HiA
Help Back || New» || Eat

Figure 9-9 Confirm CIFS settings
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The volume selection screen will appear, as shown in Figure 9-10. The disks
listed here are physical volumes found on the shared storage.

We select hdisk2 and click Add. Click Next to continue.

Important: If you have created non-shared logical drives for the NAS
Gateway 500 nodes on the external storage system, the logical drives may
also be listed as hdisk devices in the Logical Volumes pane. With the Initial
Configuration wizard, you have no way to find out which one is a shared
logical drive and which one is not. If you select a non-shared logical drive to
create a NAS volume in a cluster configuration, the Initial Configuration wizard
will report an error.

To avoid this problem, you may need to login to the NAS Gateway 500 nodes
through a serial terminal with the root account, and use storage system
specified tools to identify which hdisk device is a shared logical disk.

Yolume selection

Select one ar mare logical valumes used to create the MAS volume:

Logical Yolumes Selections
hdisk3 Add hdisk2:none
hdisk4 |4
Remaove
Help Netr || Exit

Figure 9-10 Volume selection
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The volume configuration screen will appear, as shown in Figure 9-11.

Keep in mind that a NAS volume is a filesystem on the shared storage. NAS
management tools automatically create and manage the volume group and other
underlying structures for these filesystems.

We type in volnfs as the volume name. In the Hostname pull down list, we select
FLJ1 as the preferred owner of this volume. Select the “Export the volume as an
NFS share” check box.

Click Next to continue.

Yolume configuration

Volume name:

[wainte]

Hostname Cluster name
FLI1 = MASCluster

[vl Enahle snapshots
Mazimum number of snapshots:

7 =
=]

Snapshot size (percentage of the valume to be reserved for snapshots):
[=] o
10 =
[_] Enable CIFS sharing

[¥] Exportthe volume as a MFS share

Help Back || New» || Eat

Figure 9-11 Volume configuration

The NAS volume creation confirmation screen will appear, as shown in
Figure 9-12.

Click Next to create the NAS volume.

Note: The volume creation can take several minutes to complete. Don’t
change any settings on the attached storage systems during this period.
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e ] =T

Figure 9-12 Volume creation confirmation
Next we create one more NAS volume.

Select hdisk3 from logical volumes and click Add, as shown in Figure 9-13. Click
Next to continue.

hdisk4 hdisk3:none
|_Remore |

Figure 9-13 Volume selection for the second NAS volume
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Name the volume volcifs, select flj3 as the preferred owner, and select the
Enable CIFS sharing check box (Figure 9-14).

Click Next to continue.

Figure 9-14 Volume configuration for the second NAS volume
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Review volume settings on the NAS volume configuration confirmation screen,
and click Next to create the second NAS volume (Figure 9-15).

Wait until the volume creation is completed.

NAS Yolume Creation Confirmation

The following MAS VYalume will be created:

MName of new MNAS Yolume: volcifs

Resource group associated to: FLJ3

Maximum numhber of shapshots: i

Space reserved for shapshot: 10 %

Logical volumeis) to use: hdisk3

Capacity: 131072 MBytes

File system type: Enhanced Journal File Systemn
Share as CIFS fileshare: yes

Export as MFS share: no

| «Back || metr || Bit |

Figure 9-15 NAS volume creation confirmation for the second NAS volume

Select Finish to exit the Initial Configuration wizard. Now we have finished the
basic cluster setup.

9.5 Additional setup tasks

With the Initial Configuration wizard, we built a very basic cluster. In order to
make the cluster serve client machines properly, some additional configuration is
required.

9.5.1 Checking the cluster status

Prior to performing more configuration tasks, you must make sure your cluster is
running in a stable state.

In this section, we explain how to check the cluster status.
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Use WebSM to connect to node 1. Login with the NAS administrator account.

Select Cluster management in the left pane, then select Show Cluster Server
State in the right pane. The dialogue shown in Figure 9-16 will appear.

=% Show Cluster Server State

Node Name:
Displays the state (Cluster Services Not Running, Unknown,
Unstable, Stable, Error, Reconfig) of the specified node.

If na node name specified, displays the state of bath nodes.

Figure 9-16 Show Cluster Server State

Just click OK to continue. Click Yes on the next prompt. Wait for the success
message and click Show Details for cluster state, as shown in Figure 9-17.

%’Working _(Ol x|
[ | [ Finished

L p Success Hide Details

® Messages 2 Commands

Mode £131 state is: Stable
Mode £133 state is: Stable

Find: Find Mesxt
| | |
C e

Figure 9-17 The cluster server state

The state of both nodes should be stable. If the state of a node is idle, that
means cluster service is not started on that node, use Enable Server in Cluster
in the right pane to start cluster service on that node. If the state of a node is
unstable, wait until it becomes stable.

Don’t continue the cluster configuration unless the states of both nodes are
stable.
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9.5.2 Handling the default gateway

With the NAS Gateway 500 cluster created by the Initial Configuration wizard,
the two NAS Gateway 500 nodes will boot up with the boot IP address. After the
cluster service is started, the file serving IP addresses are configured, and client
machines can access file shares through the file serving IP address. In a
production environment, the client machines may reside on different IP subnets
than the file serving IP addresses. A default gateway on the file serving IP
addresses subnet is required to enable access from these clients.

You can set a default gateway on NAS Gateway 500, and it will be added to the
route table at system startup. The problem is that during system startup, only
boot IP addresses, heartbeat network IP addresses, and the administrative IP
address are available. If none of them are in the same IP subnet as the file
serving IP addresses (and they should not be), the default gateway will not be
added to the route table because it is not reachable.

We can use persistent IP addresses to solve this problem.

A persistent IP address is an IP alias that can be assigned to a specific node on
a cluster network and that:

» Always stays on the same node (is node-bound)

» Co-exists on a network interface card that already has a file serving IP label
defined

» Does not require installing an additional physical network interface card on
that node

» Is not part of any resource group.
» Is configured at boot time.

If we have persistent IP addresses in our cluster, and they are in the file serving
IP subnet, the default gateway will be reachable at system start.

Here we show you how to configure it in a NAS Gateway 500 cluster.

We need two more IP addresses in the file serving IP subnet. We use 9.1.38.191
and 9.1.38.155 in our lab.

Preparing the /etc/hosts file on both nodes
Login to node 1 as root, via a serial terminal. Run command smitty mkhostent.

In the INTERNET ADDRESS field, fill in the persistent IP address for node 1. We
enter 9.1.38.191 here.
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In the HOST NAME field, enter a name for the persistent IP address of node 1.
We enter flj1_pers here. Press Enter to process.

Press Esc+0 to exit to the command line prompt.
Run command smitty mkhostent.

In the INTERNET ADDRESS field, fill in the persistent IP address for node 2. We
enter 9.1.38.155 here.

In the HOST NAME field, enter a name for the persistent IP address of node 2.
We enter flj3_pers here. Press Enter to process.

Press Esc+0 to exit to the command line prompt.
Login to node 2 as root, via a serial terminal. Run command smitty mkhostent.

In the INTERNET ADDRESS field, fill in the persistent IP address for node 1. We
enter 9.1.38.191 here.

In the HOST NAME field, enter a name for the persistent IP address of node 1.
We enter flj1_pers here. Press Enter to process.

Press Esc+0 to exit to the command line prompt.
Run command smitty mkhostent.

In the INTERNET ADDRESS field, fill in the persistent IP address for node 2. We
enter 9.1.38.155 here.

In the HOST NAME field, enter a name for the persistent IP address of node 2.
We enter flj3_pers here. Press Enter to process.

Press Esc+0 to exit to the command line prompt.

Now we have the /etc/hosts file on both nodes ready.

Adding persistent IP addresses to cluster
Login to node 1 as root, via a serial terminal. Run command smitty hacmp.

Select Extended Configuration -> Extended Topology Configuration ->
Configure HACMP Persistent Node IP Label/Addresses -> Add a Persistent
Node IP Label/Address. Then select node 1, for us it is flj1. The SMIT screen
shown in Figure 9-18 will appear.
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In the Network Name field, select the network that contains your file serving IP
subnet. The name is ended with “pubnni”.

In the Node IP Label/Address field, select the persistent IP address name of
node 1. For us, it is flji1_pers. Press Enter to process. Press Esc+0 to exit to the
command prompt.

Add a Persistent Node IP Label/Address

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Node Name 11

* Network Name [nasclusterpubnnl] +
* Node IP Label/Address o+

Fl=Help F2=Refresh F3=Cancel F4=List
Esc+5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esct+9=Shell Esct0=Exit Enter=Do

Figure 9-18 Add a persistent IP address to cluster
Run command smitty hacmp.

Select Extended Configuration -> Extended Topology Configuration ->
Configure HACMP Persistent Node IP Label/Addresses -> Add a Persistent
Node IP Label/Address. Then select node 2, for us it is flj3.

In the Network Name field, select the network contains your file serving IP
subnet. The name is ended with “pubnni”.

In the Node IP Label/Address field, select the persistent IP address name of
node 2. For us, it is flj3_pers. Press Enter to process. Press Esc+0 to exit to the
command prompt.
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Run command smitty hacmp.

Select Initialization and Standard Configuration -> Verify and Synchronize
HACMP Configuration. Wait until the synchronization is completed.

Now we configured the persistent IP addresses in the cluster.

Configuring default gateway
Now we configure default gateway on the NAS Gateway 500 nodes.

Login to node 1 as root, via a serial terminal. Run command smitty route.
Select Add a Static Route. The SMIT screen shown in Figure 9-19 will appear.

Add Static Route
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

Destination TYPE net +
* DESTINATION Address [T (dotted decimal or
symbolic name)
* Default GATEWAY Address |

(dotted decimal or symbolic name)

COoST [0] #

Network MASK (hexadecimal or dotted decimal) [1

Network Interface 1+

(interface to associate route with)

Enable Active Dead Gateway Detection? no +

Is this a Local (Interface) Route? no +
Fl=Help F2=Refresh F3=Cancel F4=List
Esct5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esct+9=Shell Esct0=Exit Enter=Do

Figure 9-19 Add a static route
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Fill number 0 in the DESTINATION Address field. Fill the default gateway IP
address in the Default GATEWAY Address field. Press Enter to process.

Login to node 2 as root, via a serial terminal. Run command smitty route.
Select Add a Static Route.

Fill number 0 in the DESTINATION Address field. Fill the default gateway IP
address in the Default GATEWAY Address field. Press Enter to process.

Now we have done the default gateway configuration for the NAS Gateway 500
cluster.

9.5.3 Creating file access users

Here we explain how to create file access users in a NAS Gateway 500 cluster.

In the NAS Gateway 500, file access is controlled by user ID. In order to make
file shares highly available to users, each user must have identical user IDs on
both nodes of a NAS Gateway 500 cluster.

At the time this IBM Redbook went to print, the WebSM method of file access
user creation was the easiest and safest. File access user creation on WebSM is
cluster-aware, meaning that when you create a file access user on one node, the
user definition is propagated to the other cluster node. This guarantees that both
cluster nodes have the same user names and user IDs.

If you use SMIT or the command line to create file access users, you must do it in
the same way on each cluster node, being careful to specify the same user
name-user ID number combination on each node. If you make a mistake and
supply a user name with a certain user ID number on one node, and on the other
node you supply the same user name but a different user ID number, the file
access user will lose contact with the file shares if there is a cluster failover. So,
the WebSM method is the recommended way to do it, because WebSM ensures
that each user name will have the same user ID number across all cluster nodes.

To create a file access user with the WebSM Remote Client, go to NAS
Management --> NAS System --> Client Access --> Overview and Tasks -->
Create a new user. This will take you to the Add NAS user panel, where you
will click the Add button. When you see the popup box, add the user name
(not the user ID number) and the password, and click OK. Repeat this process
for each new file access user.
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9.5.4 Creating CIFS users

After the file access users are created, we can create CIFS users for CIFS
access.

The CIFS user creation tool in WebSM is cluster aware, so just use the same
steps as in the single node configuration.

See 10.3, “User creation on the NAS Gateway 500” on page 220 for the detailed
steps about CIFS user creation.

We create CIFS user nasuser here.

9.6 Testing the cluster

In this section we discuss how to test the cluster, including the file serving
testing, cluster verification, and error simulations.

9.6.1 File serving testing

After we finished the cluster setup, we should test if the resources managed by
the NAS Gateway 500 cluster can be accessed by client machines.

NFS testing
On a client machine running UNIX, perform following operations:

1. Run command showmount -e 9.1.38.197, /Vols/volnfs should be listed in the
exports list.

2. Try mount 9.1.38.197:/Vols/volnfs to a local directory. The mount command
should complete successfully.

Note: You may experience error with mount command if the NAS Gateway
500 nodes can’t resolve the client machine’s IP address to hostname. See
Chapter, “The reverse lookup problem on AIX” on page 266 for details.

3. Run command df -k to verify the free space on the mounted NFS filesystem
in kilobytes. The free space should be equal to the capacity displayed on the
volume creation confirmation screen.

4. Try to copy some files to and from the mounted NFS filesystem. The copy
actions should complete successfully.
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CIFS testing
On a client machine running Windows, perform the following operations:

1. Open a command prompt.

2. Run command net use x: \\9.1.38.198\volcifs /USER:nasuser. Supply
the CIFS password of nasuser. This command should complete without
problems.

3. Run command dir x:, the free space displayed should be equal to the
capacity displayed on the volume creation confirmation screen.

4. Try to copy some files to and from x:. The copy actions should complete
successfully.

9.6.2 Cluster verification

The purpose of cluster verification is to make sure cluster topology and cluster
resources are configured properly for high availability. Follow these steps to
perform a cluster verification:

1. First, use telnet or serial terminal to connect to node 1, and login with the
NAS administrator account you created in the Initial Configuration wizard. In
our configuration, that is nasadmin.

2. Then run command smitty. The SMIT screen shown in Figure 9-20 will
appear. Select Manage Cluster to continue.

Tip: In a SMIT screen, use cursor keys to move cursor up and down. Press
Enter to select.
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NAS System Management
Move cursor to desired item and press Enter.

Manage Administrators

Manage Applications

Manage Client Access

Manage Cluster

Manage Devices

Manage File Serving

Manage Network

Manage Security

Manage System

Manage Volumes and Snapshots

Using SMIT (information only)

NAS Overview (information only)

Esc+1l=Help Esct+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 9-20 Verify the cluster: the root menu of smitty

3. Select Verify Cluster in the Manage Cluster screen, as shown in Figure 9-21.
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Manage Cluster
Move cursor to desired item and press Enter.

Enable Cluster
Disable Cluster
Verify Cluster
Synchronize Cluster
Delete Cluster

Show Cluster Server State
Enable Server in Cluster
Disable Server in Cluster
Move Service to Another Adapter

Show Volumes Being Served
Relocate Volumes

Enable a Volume in the Cluster
Disable a Volume in the Cluster

View Cluster Log

Esc+1l=Help Esct+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 9-21 Verify the cluster: the Manage Cluster SMIT menu

4. Wait until the cluster verification is completed. If the verification is failed, read
the detailed message presented in the SMIT screen, and review your cluster
planning and configuration.

9.6.3 Simulating errors

The next step of cluster testing is to simulate errors to verify the high availability.
Here, we explain how to test the cluster behavior on network adapter/cable
failure and node failure. You should also test the high availability of the following
devices:

» Storage system, such as disk adapter, disk controller, cables, disks
» Power source
» Network devices, such as Ethernet switch and router

However, the setup and testing procedure of high availability on these devices is
beyond the scope of this book.
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Simulate the network adapter/cable failure
Follow these steps to simulate a network adapter/cable failure:

On node 1 and 2:

1.
2.

Connect a serial terminal to the node. Login as root.

Use netstat -in command to determine which port is bound with the file
serving IP address.

Tip: We know the corresponding boot IP address of each Ethernet port. So
we can use the boot IP address on the interface where the file serving IP
address is located to determine which Ethernet port it is.

3. Run this command on the NAS node: tail -f /logs/cluster/hacmp.out.

4. Unplug the cable from the port which the file serving IP address is bound.

Look at the terminal screen, make sure the swap adapter event is processed.

Try to access file share from client machines. Make sure the share still can be
accessed.

6. Plug the cable. Make sure the join standby event is processed.

7. Unplug another cable. Look at the terminal screen, make sure the swap

9.

adapter event is processed.

Try to access file share from client machines. Make sure the share still can be
accessed.

Plug in the cable. Make sure the join standby event is processed.

Simulate the node failure
Follow these steps to simulate a node failure:

1.

o M 0D

Connect a serial terminal to node 2. Login as root.

Run this command on node 2: tail -f /logs/cluster/hacmp.out.

Power down node 1 by pressing the power button.

Look at the terminal screen. Make sure the node down event is processed.

Try to access file shares from client machines. Make sure the share of node 1
still can be accessed.

Power on node 1. Look at the terminal screen. Wait until the node up event is
processed.

7. Connect a serial terminal to node 1. Login as root.

8. Use netstat -in command to verify the file serving IP address is back on node

1.
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9. Try to access file shares from client machines. Make sure the share of node 1
still can be accessed.

10.Run this command on node 1: tail -f /logs/cluster/hacmp.out.
11.Power down node 2 by pressing the power button.

12.Look at the terminal screen of node 1. Make sure the node down event is
processed.

13.Try to access file shares from client machines. Make sure the share of node 2
still can be accessed.

14.Power on node 2. Look at the terminal screen of node 1. Wait until the node
up event is processed.

15.Login as root from the terminal connected to node 2.

16.Use netstat -in command to verify the file serving IP address is back on
node 2.

17.Try to access file shares from client machines. Make sure the share of node 2
still can be accessed.

9.7 Cluster management

You can use both SMIT menu and WebSM GUI for cluster management. The
functions provided by both tools are all very straightforward, and also have
contextual help messages (see Figure 9-22 and Figure 9-23).

With these tools, you should have no problems in cluster management.

Tip: Press F1 in the SMIT interface can bring up contextual help messages for
the highlighted item.
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Manage Cluster
Move cursor to desired item and press Enter.

Enable Cluster
Disable Cluster
Verify Cluster
Synchronize Cluster
Delete Cluster

Show Cluster Server State
Enable Server in Cluster
Disable Server in Cluster
Move Service to Another Adapter

Show Volumes Being Served
Relocate Volumes

Enable a Volume in the Cluster
Disable a Volume in the Cluster

View Cluster Log

Fl=Help F2=Refresh F3=Cancel Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 9-22 The Manage Cluster SMIT menu
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Web-based System Manager - /hom

‘nasadminWehSM.pref: /NAS Management/NAS System/Cluster Managemen|
Console Cluster Management Selecied Wiew  Window  Help

1

Mavigation Area

= @ MAS Management
=[] Mas system
{m Administrators
{m Client Access
5% Directory Senvice
E7 File Serving
L‘rjl Wolumes
L‘rjl Snapshots

[] 9138191

£ cluster Manager :
5% Feature Managen :

Figure 9-23 The cluster management screen in WebSM

N HAS System: Cluster Management

NAS Cluster Management
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10

Windows systems
integration

In this chapter we describe how to integrate the NAS Gateway 500 into the
Windows environment. The NAS Gateway 500 will work with all types of
Windows systems.

We discuss the following topics:

CIFS concepts

Authentication

Creating a CIFS share

User creation on the NAS Gateway 500
Advanced CIFS features

Connecting Windows 2000 and 2003
Setting up startup scripts for Windows
Disabling auto disconnect

Publishing shares to Active Directory

vVVYyVYyVYVYVYVYYVYY
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10.1 CIFS concepts

There are two parts to granting a Windows user access to a CIFS share:

» Map the user to a NAS file access user. This allows the NAS Gateway 500 to
handle file permissions and access rights.

» Authenticate the user to prove that the user is allowed access.

Windows users accessing CIFS shares on the NAS Gateway 500 must be
mapped to a NAS file access user. If the Windows and NAS file access user
names are identical, the user is mapped automatically. When the user names do
not match, a NAS administrator must define a user mapping so that the NAS
Gateway 500 can authenticate and handle the Windows user.

10.1.1 Authentication

To access shares on the CIFS server, a Windows user must be authenticated.
The CIFS server can handle authentication in two ways, pass through and local.
The authentication method is selected during initial configuration in the CIFS
wizard.

Pass through authentication is commonly used in Microsoft Active Directory or
Windows NT Domain environments. The authentication request is passed off to
an Active Directory Server (ADS) or Primary/Backup Domain Controller
(PDC/BDC), which checks the password.

Local authentication is used if an ADS or PDC/BDC is not available. All password
authentication is handled by the NAS Gateway 500. Passwords may be
encrypted or plain text:

» Plain text passwords are insecure, but require little administrative overhead.
CIFS requests are authenticated against the standard system user registry.
The password is compared against the associated NAS file access user’s
password.

» Encrypted passwords are more secure, but require the NAS administrator to
define a CIFS user for each NAS file access user account that is used to
access CIFS files. The CIFS user essentially stores an encrypted CIFS
password for a NAS file access user.
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10.2 Creating a CIFS share

Under NAS Management, select File Serving —> Overview and Task and click
the CIFS wizard. The CIFS wizard configures the NAS Gateway 500 to provide
CIFS file sharing services to your Windows-based clients. This wizard configures
the CIFS server name and workgroup, specifies WINS (optional), and configures
CIFS share users, as shown in Figure 10-1.

Console PCSemices ool View Window Help e
<o mp ® D

Navigation Area : CIFS: Overview and Tasks

© Management Enviranment

=] @ MAS Management
= [ MAS System
G50 Manage Adrinistrators
m} Client Access
5% Directory Services
= =P File Serving
COverview and Tasks
I Metwork File Systerns
Exported Directories
= [Jg ciFs ;
Crverview and Tas
[8 ciFs |
f=3ard
£ HTTP
[ valurnes
@ Snapshots !
£ NAS Cluster Managemant]
[ a1.3s107 |
[] 913054

More Information

q E
[ Reay [ [ jous
Figure 10-1 CIFS overview and tasks
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The Welcome to the CIFS Setup wizard screen will be launched. The wizard will
guide you to set up the NAS Gateway 500. Select Next as shown in Figure 10-2.

Welcome to the CIFS Setup wizard!

The fallowing panels will walkyou through setting up wour IBM TotalStarage® MAS Gateway 900 to
provide CIFS file sharing services to your Microsoft Windows-based clients.

In the following panels you will:
= Configure the CIFS server name and warkgraup,

= Specify WINS. (Optional)

*= Configure CIFS share users.

Neds || Bt

Figure 10-2 Welcome to the CIFS wizard
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Now start configuring the CIFS server by typing in the name that will be used for
the Windows clients to connect to. This name will appear in the network places.
Type in the server description, which will be displayed as the description in
network places. Type in the Domain or workgroup where the server will be found
in network places and select Next as shown in Figure 10-3.

CIFS server

Server name (name appearing in network places):
[FLI1 |

Server description (description appearing in netwark places):
|IEIh.|1 TotalStorage(R) MNAS Gateway 500 |

Domain or workgroup {location where server can be found in network places):
[rags00] |

Help  «Back || News || Bt |

Figure 10-3 CIFS network configuration

The Windows Internet Name Service (WINS) is an advanced NetBIOS name
server. It is used to map IP addresses to more human-readable hostnames. The
CIFS Setup wizard allows you to specify WINS servers by entering the IP
addresses of the servers into the fields provided:

» If you do not want to use WINS, leave the fields blank and click Next.

» If you want to use WINS, enter the server IP addresses and select Next as
shown in Figure 10-4.
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Windows Internet Name Service

Fritnan WINS serer (P address):

Secondany WIMNE server (P address):

Help Back || Net» || Eat |

Figure 10-4 Windows Internet Name Service panel

The CIFS authentication panel is used to specify how you want the NAS
Gateway 500 to authenticate Windows users that have access to defined shares.
Windows users can be authenticated in two ways:

1. Through an Active Directory or NT4 Domain. This means that when a user
enters their username and password into a Windows computer, they are
passed-through to a domain controller, which authenticates the user.

2. Locally on each machine. This means each machine keeps track of the users
that log into it. When a person types their username and password, it is
verified on the machine on which it was entered.

Password encryption can be handled in three ways:

1. No Encryption: Only plain text passwords are accepted.

2. Only Encryption: Only encrypted passwords are accepted.

3. Negotiate Encryption: Clients can negotiate either plain text or encrypted
passwords.
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Use the pull-down list to specify the desired encryption. Select Next after the
options are selected, as shown in Figure 10-5.

Figure 10-5 CIFS authentication
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The Local users option window will be displayed if the Active Directory or
Windows NT4 option is selected. Choose between dynamic user creation or local
user creation, and click Next as shown in Figure 10-6.

Figure 10-6 Local user selection
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The Confirmation window of the CIFS configuration settings will appear where
the selected settings can be verified; click Next as shown in Figure 10-7.

Confirm CIFS settings

The CIFS server will he started with the following settings:

Server name: FLIM

Server description: IBM TotalStorane(R) MNAS
Gatewway 200

Domain or workgroup: MASS00

Primary WINS server:

Secondary WINS server:

Authentication method: Local
Primary auth server:

Secondary auth server:
Encryption: enahbled
Dynmamic user creation: A

Help Back || Newt» || it

Figure 10-7 CIFS confirmation
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10.3 User creation on the NAS Gateway 500

This section describes how to create and manage users on the NAS Gateway

500.

10.3.1 User creation

The CIFS server can be started and stopped from the Overview and Task option
under CIFS. Start the CIFS server if it is not started by right-clicking CIFS Server
and selecting Start Server Operations. Right-click the file share and select

User Administration, as shown in Figure 10-8.

mﬁ Administratars
i client Access
2 Diractory Services
= =7 File Serving
Crverview and Tasks
5 network File Systerms
Exported Directories
= [8 ciFg
Overview and Tas
8 |cIFs semver
f=da
EFHTTR
[ volumes
[} snapshots
E2 Cluster Management
E% Feature Management

=8 Ptint Share
ﬁ:l User Segsions

Console CIFS Server Selected  Wiew Window Help o=
E=EHeD| v EE e
Havigation Area : CIFS: CIFS Server
= Q Management Environment || name Status |Target
[ a138197 =[] FLn Started
Bl Q MNAS Management =] é File Share
= D HAS Systemn é FLMCIFS 0 connections Mols/FLJ1CIFS

[] 9138197 147

| Ready

5 Objects shown 0 Hidden,

1D Objects selected.

Jyoot-9

Figure 10-8 CIFS file and print share
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Add a user by selecting Create User, as shown in Figure 10-9.

You may define a new Fast Connect user, map a user ar select an existing user name to

change properies, delete user or alter status.
Current Fast Connect users:

Create User ...

Map User ...

Figure 10-9 User administration

From the drop-down list, select the user that will have access to the CIFS server;

Client usern... |Sewer user n...|Descriptinn |Status
root nabody Active
Zlose

Help

this user must have been created in the Client Access panel in order to be
added. Type in and confirm the user password. Select OK, as shown in

Figure 10-10.

User name: | root

Password: |

Confirm password: |

Description: |

[ Active user account

Cancel

Figure 10-10 User creation
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The success screen will be displayed when a user is created successfully. Select
Close, as shown in Figure 10-11.

[ —gn [ ], Finished
D .
p Success Show Details

Figure 10-11 Successful user creation

The user administration window will be updated with the newly created user.

Select Close as shown in Figure 10-12.

You may define a new Fast Connect user, map a user or select an existing user name to
change properties, delete user ar alter status.

Current Fast Connect users:

Clientusern.. Ser\rerusern...lDescriptinn |BIatus
w2 kadmin w2kadmin Windows 200... Active | Create User |
root nabody Artive —
| Map User .. |
Close Help

Figure 10-12 User Administration
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10.3.2 Dynamic user creation

This feature allows the CIFS server to automatically create and map local users
and groups for authenticated Windows users and groups. This allows Windows
users seamless access to CIFS file shares on the NAS Gateway 500 without
having a file access user account.

Note: NT Passthrough Authentication must be enabled to use this feature.

Dynamic user creation is most useful in an environment where Windows users
and UNIX users do not share files, or in a solely Windows-based network.
Complications may result in environments where UNIX and Windows users both
log on. Keep the following considerations in mind when maintaining an
environment that includes both Windows and UNIX users:

» If a UNIX user account with the same name as a Windows user account
already exists on the CIFS server, then the Windows user will be mapped to
the existing UNIX user (instead of creating the name userXYZ). In this case,
the group information for the UNIX user is modified when synchronization with
the passthrough authentication server occurs.

» If a Windows user (for example, nasuser) has successfully logged into the
CIFS server and is mapped to the CIFS user usrXYZ, it is possible that a
UNIX user named nasuser could later be added manually. This could cause
confusion because the Windows user nasuser would be mapped to usrXYZ.

Dynamic user creation is disabled by default:

To enable dynamic user creation: net config /dynuser:1

To disable dynamic user creation: net config /dynuser:0

To change the user prefix: net config /dynuser_prefix: xxx
To change the group prefix: net config /dyngroup_prefix: xxx

vyvyyy

Note: Users created by this feature are always created in the local user
registry. Therefore, when using a directory service (such as NIS, NIS+ or
LDAP) for management of your UNIX users, disabling this feature is strongly
recommended.
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10.4 Creating file system shares

Under NAS Management, select File Serving —> CIFS, right-click file sharing,
select New File system share. This will launch the new file system share
window, as shown in Figure 10-13.

(General [ Options |

Share narme: [FLJ1COLO1 |
Path: [ |

Diescription: | |

Share security

Share level security on this server is: full
Share access permiSsions: ® Readwrite 1 Read only

Specify the passwards that will be used to restrict access to this share.
Readhwrite password: | |

Read only passwaord: | |

Cancel | | Help

Figure 10-13 New file system share with permissions

Type in the share name that will be shown to the Windows users in the CIFS
server that was created. Type in the destination path of the source volume, this is
case sensitive. Type in the description and the read / write password.

The volume information can be shown by going to NAS Management —>

Volumes —> All Volumes. Right-click the selected volume and select
Properties, as shown in Figure 10-14.
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FLICOLI1
Mols/FLI CIFSYOLO1

CIFS SHARE

Figure 10-14 Volume and File system information

Select OK, as shown in Figure 10-15.

FLI oL
folsiFLI CIFSYOLY
CIFS SHARE

Figure 10-15 File system share information
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Select Close as shown in Figure 10-16.

n Finished
SUCCeSS Show Details

Figure 10-16 Successful creation

The NAS Gateway 500 CIFS server is ready for use by Windows based clients.

10.5 Advanced CIFS features

226

In this section we give a brief overview of advanced features available with the
CIFS Server function.

From NAS Management —> NAS System —> File Serving —> CIFS —>
CIFS Server in the Web based management tool, right-click the CIFS server and
select Properties as shown in Figure 10-17 and Figure 10-18.
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Console CIFS Server Selected  Wiew Window Help

e

C=H00 | BE»

Navigation Area

1
1

CIFS: CIFS Server

= Q Management Environment
[ 9138197
= Q MAS Management
B[] MAS System
{m Administrators
{m Client Access
5% Directory Services
B =7 File Serving

5% Metwork File Syste

=[5 ciFs

[E cIF= server
fgans
& HTTP
@ Wolumes
@ Snapshots
2 Cluster Managerment
E& Feature Management
[ 9138197

Overview and Tasks :
Exported Directarie

Overview and T4

Name Status Target Description

|= [FLa Started 1BM TotalSto

b File Share
=8 Print Share
ﬁ:l User Sessions

4

|5 Ready I+ Ohjects shown 0 Hidden. 1 Object selected. foot -

Figure 10-17 CIFS Server
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Console CIFS Server Selected  Wiew Window Help el |

C=H00 | BE»

1
1

Navigation Area CIFS: CIFS Server

= &) Management Environment E |Status Target Description
[ a1.38197 |[EY e SR O Started IBM TotalStol
= NAS Management : Show Server Statistics
=[] MasS System Mew ’
{0 Administrators ] User Administration...

{m Client Access
5% Directory Services
B =7 File Serving :
Overview and Tasks
& Metwork File Syster| -
Exported Directorie
= [§ ciFs
Overview and T4
[E cFs server |
fgans
£FHTTP
[ volumes
[ snapshots
2 Cluster Managerment
E& Feature Management
[ 9138197

: mDjKE Z 77 I
|7 Ready I+ Ohjects shown 0 Hidden. 1 Object selected. foot -

Figure 10-18 CIFS Server properties
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The Fast Connect CIFS server properties window will be opened as shown in
Figure 10-19. When the Basic setup tab is selected, the following settings are
available for change:

»

»
»
»

Server name

Domain name

Description

WINS address:

Server acts as proxy WINS server
Server acts as NetBIOS name server
Enable NetBIOS datagram service
Enable Master Browser support

Fﬁemute Authentication Options rNehNurkAccess rResuurce Limits |/Fileserver |

Basic Setup Authentication |

ldentification

Server harme: |FL._|1 |
Domain name: [MAZS00 |
Description: [IBM TotalStoragedRy MNAS Gatewsay 500 |

Server aliasies):

Mame semwice information
WINS address: | |
Backup WINS address:; | |

[ Server acts as prozy WING server

[_] Server acts as NetBIOS name server (MBNS) | Configure Names Tahle .. |

[C] Enable MetBIOS datagram services

[ Enahle Master Browser support

| Ok | | Cancel | | Help

Figure 10-19 Fast Connect CIFS server properties
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By clicking the Remote Authentication Options tab as shown in Figure 10-20,
the following settings are available for change:

» Allow DCE/DFS™ access:

— Passthrough authentication server address
» Enable Kerberos 5 authentication:

— Kerberos server name
» Enable LDAP based authentication:

Server name

User context (DN)
Administrator account
Keytab file

Remate Authentication Options rNeMDrkAccess rResource Limits |/Fileser\rer
Basic Setup Authentication

[C] Allow DCEDFS access

Passthrough authentication server address: | |

Backup passthrough authentication server address: | |

[C] Enable Kerberos § authentication

|1 Enable LDAP-based authentication

OK | | Gancel | | Help

Figure 10-20 Remote authentication options

230 The IBM TotalStorage NAS Gateway 500 Integration Guide



By clicking the Network Access tab as shown in Figure 10-21, the following
settings are available for change:

» Enable Network Logon server for cliet PCs:

— Profile path type

— Profile path

— Network logon path

— Client startup script file name
— Allow remote password change
— Synchronize AIX passwords

Remuote Authenfication Options [[etwork Access | Resource Limits | Fileserver
Basic Setup r Authentication

Metwork logon
[C] Enable network logon server for client PCs

Ok | | Cancel I | Help

Figure 10-21 Network access options
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By clicking the Resource Limits tab as shown in Figure 10-22, the following
settings are available for change:

» Time-out for inactive, unused session
» Maximum number of:

— Users allowed to be logged on

— Connections allowed to server resources
— Open files on the server

— Directory searches on the server

— Shares

P?emote Authentication Optians | Metwork Access | Resource Limits | Filesamer |

Basic Setup Authentication
Timeout for inactive, unused sessions: hzu minutes
Maximum number of users allowed to be logged on: |un|imited |
Maxitmum number of connections allowed to Server resources: [unlimited |
Maximum number of apen files on the server: |un|imited |
Maximum number of directory searches on the server: |un|imited |
Maximum numhber of shares: |5EI |

QK | | Cancel | | Help

Figure 10-22 Resource limits
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By clicking the Fileserver tab as shown in Figure 10-23, the following settings
are available for change:

» Enable opportunistic locking
» Enable search caching

» Enable send file API support
» Umask:

Preserve ACL inheritance

JFS ACL inheritance

DOS file attributes support

Map long filenames to DOS 8.3 filenames

» Mapping character:
— Enable memory mapped files
» Double byte character mapping:

— Enable MSDFS support
— MSDFS load levelling

Remaote Authentication Options rNeh-vUrkAccess rResource Limits rFiIeseNer
Basic Setup Authentication

[¥] Enable opporunistic locking
[_] Enable search caching

[Z] Enable send file API support

Umask: 022

[¥l Perserve mixed-case filanames

[C] JFS ACL-inheritance

[¥] DOE file attributes support

[¥l Map long filenames to DOS 8.3 filenames

Mapping character: ~ -

[_] Enable meman-mapped files

Double-byte character mapping (hex

[C] Enable MSDFS support

Ok | | Cancel I | Help

Figure 10-23 File server
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After all the required changes are made, select OK to finish and save the
settings. See the NAS Gateway 500 product documentation for details about
these settings.

10.6 Connecting Windows 2000 and 2003

In this section we will describe how to set up a connection from a Windows
2000/20083 platform.

Connecting a Windows 2003 system

You may have compatibility problems when integrating NAS Gateway 500 with
Windows 2003 server systems.

With default settings, a Windows 2003 server system uses NTLM v2 messages
only for CIFS shares access. A NAS Gateway 500 system uses NTLM v1
messages only to handle CIFS requests from clients. So they cannot talk to each
other for a successful CIFS session.

The symptom of this compatibility problem is that you always get an incorrect
password error on Windows 2003 when accessing CIFS shares on NAS
Gateway 500.

You must change the security settings on Windows 2003 to make it work with
NAS Gateway 500. Here is an example of how to locate and change the setting
related to NAS Gateway 500 integration.

Important: The purpose of the following steps is to tell you how to locate and
change the NTLM settings on Windows 2003. Other settings may also be
changed with the same set of tools. If you do not check all settings carefully as
suggested, some unexpected changes may be made on your system. You
should verify the security settings with your security needs before applying
them to your computer.

First, click Start, click Run, type mmc (Microsoft Management Console), then
click OK.
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An MMC console window will appear. Select Add/Remove Snap-in from the

menu, as shown in Figure 10-24.

i Consolel i [m] 3
i

File Action Miew Favorites  Window  Help

Mew Chrl+h |
Qpen. .. Chrl+0 }
Save Chrl+5
Save As...

Iare are no ikems to show in this view,

Options. ..

1 Consolel .msc
2 CHWINDOWSY, . \comprgmt. msc

Exit

|Adds or removes individual snap-ins.

Figure 10-24 The Add/Remove Snap-in menu

Click Add on the following screen, as shown in Figure 10-25.

Add/Removye Snap-in ﬂll

Standalone | Extensions I

Lze thiz page to add or remove a standalone Snap-in from the congole.

Shap-inz added to: Ia Consale Roat j

i~ Description

Eemove About. |

ok | Cancel

Figure 10-25 Add a Snap-in
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Select Security Configuration and Analysis on the following screen and click
Add. Click Close then OK to return to the main MMC window, as shown in
Figure 10-26.

Add Standalone Snap-in 2=l

Awailable Standalone Snap-ins:

| Shap-in | Wendor | ;I
Hesultant Set of Policy Microzoft Corporation
E Fouting and Remote Access Microzoft Corporation
Security Configuration and Analy Microzoft Corporation
@ Security Templates Microzoft Corporation
% Services Microsoft Corporation
L Shared Folders Microsoft Corporation
Telephorny Microzoft Corporation
.. Terminal Services Configuration Microzoft Corporation
Y ‘wireleszz Monitor Microzoft Corporation
% wikdl Control Microzoft Corporation =
r— Description

Security Configuration and Analpsis iz an MMC znap-in that provides
zecurty configuration and analysiz for Windows computers using security
template files.

Add Close |

Figure 10-26 Select the Security Configuration and Analysis Snap-in

Select Open Database from the menu, as shown in Figure 10-27.

':m Consolel - [Console Root'Security Configuration and Analysis] i |EI|1|
Bﬁ] File | Action Miew Favorites Window  Help | _|ﬁ||1|
e = Qpen

Open Database. .,

3

@ a Analyze Gomputer [How, ..

Configure Computer Mo, Jrity Configuration and

Save .

Import Template. ., ys s

Export Template. .,

Yiew Log Fle en an Existing Database

IMew \Window From Here

ight-click the Secunty Gonfiguration and Analysis scope
Mew Taskpad View... B

lick Open Database

elp elect a database, and then click Open
To Create a New Database
1. Right-click the Security Configuration and Analysis scope —
item
2. Click Open Database
‘I I LI 2 Tuwmem = Enuu Amtabhmmn maran snd thon clicl Mnan LI

|Open an existing or new database | |

Figure 10-27 Select Open Database from the menu
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Type in a name for the database, as shown in Figure 10-28.

Open database

Laak in: IE} Database j € 5 e

21|

Desktop

My Documents

File name: InasSDDdb

Filez of type: ISecurity Databaze Files [*.2db)

Cancel

j Open |
= |

Figure 10-28 Naming the database

Select setup security.inf in the Import Template window, as shown in
Figure 10-29. This is the security template created by Windows 2003 setup.

Import Template e |
Look jn: IE} templates j L 5 Ef-
1 policies 3rootsec.inf

3c0mpatws.inf 3securedc.inf
3DC security.inf 3securews.inf
3hisecdc.inf 3setup security.inf
3hisecws.inf

3iesacls.inf

File name: Isetup zecurity.inf DOpen |
Filez of type: ISecurity Template [.inf] j Cancel |

™ Clear this database before importing

4

Figure 10-29 Select template to import
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Select Analyze Computer Now from the menu, as shown in Figure 10-30. Wait
until the action is completed.

':m Consolel - [Console Root'Security Configuration and Analysis] i |EI|1|
Bﬁ] File | Action Miew Favorites  Window  Help | i |ﬁ'|1|
E = Qpen
Open Database. .. I
- -

An Cornpuker Mo
Configure Computer Mow, ..
Save

Import Template. ..

Export Template.

Wiew Log File

ts and Settings\Administrator. W2K3\My
ents\Security\Database'nasi00db.sdb

now configure or analyze your computer by using the
settings in this database.

IMew \Window From Here

figure Your Computer
Mew Taskpad Yiew. ..

Help ight-click the Secunty Configuration and Analysis scope
Mern

Select Configure Computer Now

In the dialog, type the name of the log file you wish to view,

and then click OK

W

NOTE: After configuration is complete, you must perform an
analysis to view the information in your database |

B e

|Compares the current computer settings against the security settings in the c| |

Figure 10-30 Analyze computer

Navigate to Local Policies -> Security Options, find the network security option
about the LAN manager, as shown in Figure 10-31.

Ii' Consolel - [Console Root'Security ;Iglll

Bﬁ] File  Action Wiew Favorites Window  Help | 5 |ﬁ'|1|
e = | | % | 2
D Console Root Palicy  # | Database Setting | Computer Setting | ;I
E‘@ Security ConFigL.lr.ation ar| Network access: Remotely accessible ... Mot Analyzed Syskem\CurrentCan. ..
g Accoluntholloes Network access: Remotely accessible ... Mot Analyzed SystemiCurrentCon. ..
Local Policies

Enabled
COMCFE,DFSE

Mot Analyzed
Mot Analyzed

Network access: Restrick anonymous ...
Network accesst Shares that can be a...

Audit Policy
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8 User Rights Assig
Security Options

Network access: Sharing and security...

Mot Analyzed

System ohjects: Default owner for ob,..

[B91 20k arn nhiacke: Damiva caca incandit

Mot Analyzed

Bk fimahead

I

Classic - local users ...

5 Event Log Network security: Do not store LAM M., Mot Analyzed Enabled

{8 Restricted Groups Network security: Force logoff when ... Mot Defined Enabled

(8 System Services Network security: LAN Manager auth... Mot Analyzed Send NTLMyZ respo. ..

(8 registry Network security: LDAP client signing ... Mot Analyzed Megotiate signing

-8 File System Network security: Minimum session se... Mot Analyzed Mo minirum

Network security: Minimum session se... Mot Analyzed o minimum
Recovery console: Allow automatic ad... Mot Analyzed Disabled
Recovery console: Allow floppy copy ... Mot Analyzed Disabled
Shutdown: Allov system to be shut d... Mot Analyzed Disabled
Shutdown: Clear virtual memory page... Mot Analyzed Disabled
System cryptography: Force strong k... Mot Analyzed Mot Analyzed
System cryptography: Use FIPS comp... Mot Analyzed Disabled

Administrators group
Frahlad LI

Figure 10-31 Find LAN manager security settings
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Change the setting in the database to Send LM&NTLM responses. Click OK, as
shown in Figure 10-32.

Network security: LAN Manager authentication 21l

Analyzed Security Policy Setting

Metwark security: LAN Manager authentication level

ﬁ i
de
Computer setting:

ISend MTLM«w2 responze only\refuze L

[+ Diefine thiz policy in the database:
Sernd L & NTLE

Thiz zetting affects the database only. |t does not change current computer
zettings.

Qg I Cancel | Apply |

Figure 10-32 Change the LAN Manager settings

Important: Now you should expand all nodes on the left pane, and click each
node on the left pane. Look at the right pane as you click nodes in the left
pane. For every entry marked with a red X and exclamation mark on the right
pane, you should check the setting of that entry and make sure the setting in
the database is what you want.
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Select Configure Computer Now from the menu, as shown in Figure 10-33.
This will apply the settings in database to your computer.

':m Consolel - [Console Root'Security Configuration and Analysis] i |EI|1|

Ei Action  Miew Favorites  Window  Help | & |ﬁ' |1|
Open
Open Database. .. | — |
Analyze Computer Mow. .. Description
Configure Computer Now, .. Palicies Password and account lockout policies
TR licies Auditing, user rights and security options policies
Import Template. .. g Ewvent Log
Export Template. .. Fd Groups Restricked Groups
Yiew Log File Cervices System service setkings

Reqistry security settings

New Window from Here em File security settings

Mew Taskpad Yiew. ..

Expork List. ..

Help

EL R

|C0nFigures the computer according ko the selected template

Figure 10-33 Save settings to computer
Log off and logon again. Now the Windows 2003 system is compatible with the

NAS Gateway 500 gateway.

10.6.1 Connecting and mapping a Windows client

Browse to the NAS Gateway 500 CIFS server by using the Windows network
browser. Select the required NAS Gateway 500 CIFS server, as shown in
Figure 10-34.
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File Edt View Favorites Tools Help m

¢aBack + = - | @586[’("! Lo Folders ®| %‘ qz ) | [

Address I& Mass00

==
LS Fli3 Wzl W2k
Nas500
“AFljt = |
Corrent: IBM TotalStorageiR) NAS Woksry

Gakeway 500

[

|1 objeck(s) selected

Figure 10-34 Network browser

Double-click the NAS Gateway 500 CIFS server. If the user is logged on as a
user that was created in the NAS Gateway 500 administrator / user account for
the NAS Gateway 500 CIFS server, the CIFS server will be opened. If the user is
not logged on as a known user, the Togon as window will appear if browsing with
a Windows 2000/2003 system, as shown in Figure 10-35 and Figure 10-36.

Fil=  Edit ‘iew Favorites Tools  Help

‘PBack v = - | Qisearch LFalders ¢4 | i 0 & | EH-

Address YFliL j a0 |Links 2
. L |
'—nl | v |
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Select an item to view its description,

1 object{s)
Figure 10-35 CIFS server file share
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Figure 10-36 CIFS server shared file

A Windows base client can now browse or map the shared file.

10.7 Setting up startup scripts for Windows

A common issue with the Windows client is that certain automatic services, such
as those associated with popular database programs or the LanmanServer
service, can start before the network drives are available. If these services
depend on being able to access files on the network drive, and the drive is not
available when these services start, then the services generate errors, and
manual user intervention is required.

The solution for this is to use a Microsoft tool called AutoExNT, that is provided in
the Windows 2000 resource kit. The following files should be loaded into the
C:\WINNT\SYSTEMS32 directory for Windows 2000, or the C:\Windows\system32
directory for Windows 2003:
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autoexnt.bat
instexnt.exe
autoexnt.exe
Sleep.exe
Servmess.dll

vVvyyvyyvyy

AutoEXNT is a service which starts automatically each time the machine starts.
As a service, it can do anything that an administrator of the machine can do. It
can start and stop services or applications. It will work on both Windows NT and
Windows 2000.

Note: Microsoft does not support the tools from the Resource Kit. They are
provided on an “as-is” basis.

The LanmanServer service is responsible for restoring network shares on your
computer. It can happen that the share is not restored before the application
specific services start. The solution is to use the AutoExNt service to start and
stop the required LanmanServer service and restart the LanmanServer service,
guaranteeing that any network disks will be restored. The following steps will
assist in performing this.

Installing the AutoExXNT service
To install the service, follow these steps:

1. Copy the files instexnt.exe, autoexnt.exe, Servmess.dll and sleep.exe to the
system 32 directory

From a command prompt, change to the system32 directory and type:

instexnt.exe install / interactive

Note: The interactive switch will make the autoexnt.bat run on a visible
command line, and a user can interact and stop the autoexnt.bat from running.

2. Create a blank text file named AutoExNt.bat in the system32 directory. This
file will tell the AutoExNt service what you want it to do.

3. From the ‘Services’ control panel window, select:
Control Panel -> Administrative Tools -> Services

Change the startup type setting from automatic to manual for the following
services:

— Server
— Computer browser
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Change the Startup type setting from automatic to manual for any application
specific services that are affected. For information on affected services, refer
to the event viewer.

4. Edit the AutoExXNT.bat file that was created in step 2. Here is where you start
and stop services manually, as needed, and in the order that you specify, as
shown in Example 10-1 and Example 10-2.

The net use command can be used to restore a network drive connection. In this
example we stop the Server and Computer browser services if the network drive
is not present. This is to prevent the Windows unit from going online; user
intervention is required to reconnect the network drive and start the services if
the drive fails to connect. Stopping these services is not required.

Stopping the services will prevent the server from sharing files and browsing the
network.

A shortcut can be placed on the desktop to the file autoexnt.bat if you want to run
the autoexnt.bat file manually.

Note: We did not describe the authentication of user name and password in
this section. It is the administrator’s function to set the 1ogon as function in the
properties function of AutoEXNT service. Alternatively, type the user name
and password in the net use portion of the command line. A third option is to
create a computer account on the destination address, as this service starts
before the user logs on. Thus the logon information cannot be used to
reconnect the mapped network drive in this situation. It is recommended that
you log on to the system with the same account that was set in the Togon as
function or the user name and password that was set in the net use
command!

Example 10-1 Single drive startup script

net start “server”

net start “computer browser”

sleep 5

NET USE g: \\computername\sharename
if exist g:\ goto netdrive_online
goto Drive_offline

:netdrive_online

net start “The required services 17
net start “The required services 2”
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Goto end
:Drive_offline

net stop “computer browser” /yes
net stop “server” /yes

:end

For checking multiple network drives, the script in Example 10-2 can be used.

Example 10-2 Dual drive startup scrip

net start “server”

net start “computer browser”

sleep 5

NET USE g: \\computername\sharename
if exist g:\ goto second_drive

goto Drive offline

:second_drive

NET USE h: \\computername\sharename
if exist h:\ goto drive online

goto Drive_offline

:drive_online

net start “The required services 1”
net start “The required services 2”

goto end
:Drive_offline

net stop “computer browser” /yes
net stop “server” /yes

:end
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Note: The ‘sleep xx’ command above specifies a waiting period in seconds to
do nothing, which ensures that the service has enough time to find and log
into the target. It is also used between the net stop and net start, because
sometimes the server service will crash if you stop it and then immediately
restart it. The Browser service is also involved in this case, because it is
dependent on the server service.

Tip: The drive does not have to be specified. A file on a specific drive can also
be selected to prevent the services from starting in the case where a new
drive was added and a wrong drive letter was allocated; add the file name to
the command line:

if exist h:\file.txt goto....

This can be any file, even an executable or database file, because this part of
the script just checks for the availability of the file, it does not open or launch
the file.

5. Reboot the computer. If everything was set up correctly, the AutoExNt.bat file
will be executed automatically by the Service Control Manager when the
computer boots. There is no need to log into the computer for the
AutoExNt.bat file to execute, because it runs as a system service.

10.8 Disabling auto disconnect

The auto disconnect feature disconnects a network drive after a time period of
inactivity on the network drive. This is not a favorable environment to have a
drive disconnect after a time period of inactivity if a data base or application
server is running in the back ground.

Tip: For more information the article is available in the Microsoft Knowledge
Base Article 138365.

The LAN Auto disconnect parameter is in the registry under the subtree:

HKEY_LOCAL_MACHINE under the subkey:
\System\CurrentControlSet\Services\LanmanServer\Parameters

Note that in the registry, you cannot disable the Auto disconnect parameter. This
can only be done at a command line.
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To set the parameter to not disconnect, type the following command on a
command line:

net config server /autodisconnect:-1

Note: Setting the value to zero will disconnect the drive after a few seconds of
inactivity!

The range is from -1 to 65535 minutes at the command line.

10.9 Publishing shares to Active Directory

You can publish CIFS shares on NAS Gateway 500 to Active Directory with the
Active Directory management tools that are included in Windows. And there is
also a command on NAS Gateway 500, which can add or remove all CIFS
shares on NAS Gateway 500 in Active Directory. Here is the Command
Reference description of the cifsLdap command:
Purpose:
Allows AlX Fast Connect to register and unregister its file share and print
share names.
Syntax:

cifsLdap -h host -u adminDN {-a treeDN | -r treeDN | -f filename}

Description:
The cifsLdap command allows AlIX Fast Connect to register and unregister its
file share and print share names into the Windows 2000 active directory.
Flags:
-h host — Host name of the Windows 2000 Active Directory Server (ADS)

-u adminDN — Distinguished Name (DN) of ADS administrator account used
for binding to the directory

-a treeDN — Adds all the current AIX Fast Connect shares to treeDN in the
active directory

-r treeDN — Removes all the current AIX Fast Connect shares for treeDN in
the active directory

-f filename — Sends filename to the Active Directory Server, where filename
is an LDF-format data file containing LDAP commands for the Active Directory
Server
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In all cases, the user is prompted for the bindDN password associated with the
adminDN account supplied on the command line, which must have the proper
administrative access for the Active Directory Server given as -h host.

We also have examples here. We publish all CIFS shares on our NAS Gateway
500 to the test OU of the Active Directory of the domain nas500.local, as shown
in Example 10-3.

Example 10-3 Publishing shares with the cifsLdap command

(/etc)-->cifsLdap -h 9.1.38.199 -u nas500.1ocal/users/w2kadmin\
> -a ou=test,dc=nas500,dc=Tocal

Enter bindDN password:

adding new entry cn=FLJ1CIFS,ou=test,dc=nas500,dc=Tocal

Here we remove all published CIFS shares on our NAS Gateway 500 from the
test OU of the Active Directory of the domain nas500.local, as shown in
Example 10-4.

Example 10-4 Removing shares with the cifsLdap command

(/)-->cifsLdap -h 9.1.38.199 -u nas500.Tocal/users/w2kadmin\
> -r ou=test,dc=nas500,dc=Tocal

Enter bindDN password:

deleting entry cn=FLJICIFS,ou=test,dc=nas500,dc=1ocal

delete complete

Note: The cifsLdap command in our example is typed in two lines, separated
by “\". This is because the command line is too long to fit in our terminal
window, and we want to show you the whole command. You don’t have to
type “\” when you use this command. You can enter the command in a whole
line like this:

cifsLdap -h 9.1.38.199 -u USERNAME -a ou=0U,dc=DOMAIN,dc=DOMAIN
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11

UNIX systems integration

In this chapter we describe how to integrate NAS Gateway 500 with UNIX
systems, including AlX, Solaris, and HP-UX.

We discuss the following topics:

» Configuring NFS shares on the NAS Gateway 500
» Accessing the NAS Gateway 500 file service from:
- AIX
— HP-UX
— Solaris
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11.1 NFS protocol on NAS Gateway 500

NAS Gateway 500 supports the latest NFS protocol update, NFS Version 3. NAS
Gateway 500 also provides an NFS Version 2 client and server and is therefore
providing backward compatibility with existing install bases of NFS clients and
servers. Negotiation will occur to check what is the highest version of NFS
supported by both involved systems.

On the NFS transport layer, TCP and UDP are both supported in the NAS
Gateway 500.

11.2 Configuring NFS shares on NAS Gateway 500

As soon as you have finished the initial configuration of NAS Gateway 500, you
can start configuring NFS file shares for UNIX systems. In this section we
discuss creating and modifying NFS shares with WebSM and SMIT interface.

11.2.1 Configuring NFS shares through WebSM

You can login as the NAS administrator user or root user to configure the NFS
shares with WebSM.

There are two entries in the WebSM management interface of NAS Gateway 500
if you login as the root user, from where you can configure NFS shares. They are
the standard NFS management tool for AlX and the NAS Gateway 500 specified
NFS management tool. We highly recommend that you use the File Serving
entry under the NAS Management section, as shown in Figure 11-1, because it
is especially designed for NAS Gateway 500 and it is cluster aware in a clustered
environment.

If you login as the NAS administrator user, only the entry under the NAS
management section is available.
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2% Web-based System Manager - WehSM.pref: /NAS Management/NAS System/File Serving/Overview and Tasks
Console File Serving —olecied Wiew Window Help

Navigation Area : File Serving: Overview and Tasks

= © management Environ
[l 9138198 _
= © NAS Management | File Ser\/ing
=[] nas system
{if} administrators |
{ifl client Access |
3 Directory Servig’ More Infarrmation
= File Serving |
Overview ar :
L& Metwark Filg :
Exported Dif
8 cFs :
BFTP
BHTTP
[ volumes
Y snapshots _
£ Cluster Manage :
£ Feature Mana :
[ 9.1.38.198

Figure 11-1 The File Serving section under NAS Management

Creating NFS shares via WebSM: single node configuration

Important: If you are running a NAS Gateway 500 cluster, always use the
NAS volume creation tool to create NFS shares. Add a volume and mark the
Export the volume as an NFS share check box.

Go to NAS Management->NAS System->File Serving, click Exported
Directories, and then select Directories -> New -> Export from the menu, as
shown in Figure 11-2. The screen as Figure 11-3 will pop up.
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Web-based System Manager - WebSM.pref: /NAS Management/NAS System/File Serving/Exported Directories
Console | Directories | Selected Wiew Window Help

S o | NEW Y| Export.
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Navigation Area )| File Serving: Exported Directories
= @ Management Enviranment name A |Permissio

[l 9138198 | B rvalsivolnts readfwrite
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fi Administratars
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£F Cluster Management
£ Feature Management
[l 9138198

Figure 11-2 The Export menu

# New Exported Directory @ 9.1.38.198 10l =|

[ Export Directory [ Access List|

Path hame of directory to export: |/nasnfs |

Permissions: | readinrite - |

Group: | |

[ Require secure Data Encryption Standard{DES) protocol to access directory.

[CJ Public filesystem

® Add exported directory immediately and on every subseguent systemn startup.
2 Add exported directory immediately. Make no permanent changes to the systerm.
2 Add exported directory on the next system startup

| OK | | canca || Help

Figure 11-3 The NFS Export screen
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Enter the directory you want to export in the Path name of directory to export
field.

In the Permissions drop-down menu, you can define three kinds of permissions
of the current NFS share:

» Read/write: Allow clients perform read and write operations on this share.
» Read only: Only allow read requests from clients.

» Read-mostly: Allow some clients perform read and write operations on this
share, and allow read operations only to other clients.

Here we also have two more check boxes about DES encryption and public
filesystem.

NFS server on NAS Gateway 500 support secure NFS sharing in a NIS or NIS+
environment, with the secure mode, in addition to the standard UNIX
authentication system, the NFS server on NAS Gateway 500 provides a means
to authenticate users and machines in networks on a message-by-message
basis. This additional authentication system uses Data Encryption Standard
(DES) encryption and public key cryptography. Secure NFS can improve security
but requires the NIS or NIS+ environment and has some performance penalty on
both server side and client side. The default setting is not to use secure NFS on
shares.

The Public filesystem option is designed to work with WebNFS. WebNFS is a
new protocol that allows client access to the NFS server through Web browsers.
On supported Web browsers, you can access NFS shares on the NAS Gateway
500 with the URL:

nfs://www.nas500.YourCompany.com/nfsshare

If you choose one NFS share as the public filesystem, then any WebNFS URL
referring to the root directory will be redirected to this share. For example, if we
assign /nasnfs as the public filesystem, then the URL nfs://nas500/ will gain
access to /nasnfs directory on the server nas500.

WebNFS has not been widely supported on Web browsers until now. The default
setting is not to set current NFS share as a public filesystem.

If you would like to learn more about the WebNFS Java pug-in, please refer to
the following Web sites:

http://wwws.sun.com/software/webnfs/
http://www.sun.com/960710/feature2/webnfs.html
http://ntrg.cs.tcd.ie/undergrad/4ba2.01/group9/CommonFileSystems3.html
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Then select the time scope of the new share. The export options are:

» Immediately and on every subsequent system startup. Export this directory
now, and automatically export this directory at system restart.

» Immediately and make no permanent changes to the system. Export this
directory now, and don’t automatically export this directory at system restart.

» On the next system startup. Don’t export this directory now, but automatically
export this directory at system restart.

If you want to control the access to this NFS share, click the Access List tab.
The screen shown in Figure 11-4 will appear.

# New Exported Directory @ 9.1.38.198 10l =|
([Export Directary | Access List|
Hosts/netgroups allowed access: | | | Add
Type of access allowed: clignt -
Anonymous UID: 2

Hosts with client access: Hosts with root access:

cancel | | Help

Figure 11-4 The NFS access list

You should set which client can access this NFS share here. For a storage
system, control access by the host name or IP address is very handy.

Type in the IP address or host name of your NFS client in Hosts/netgroups
allowed access, or netgroup name if you use NIS or NIS+. Then select Type of
access allowed. Combine these two sections; you can add hosts to the Hosts
with client access list and the Hosts with root access list.

The Hosts with client access list means that they give mount access to each
client listed. If not specified, any client is allowed to mount the specified NFS
share.
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The Hosts with root access list means that they allow root access from the
specified clients listed. Clients not in the list are not allowed root access. Root
access means the root user on a client system has “super user” permission on
mounted NFS files. On NAS Gateway 500, requests from the root user on a
client machine without root access permission are treated as if received from an
anonymous user.

Important: If you leave the Hosts with client access list empty, then all client
systems connected to your network can access this NFS share.

If the permission of the current NFS share is read-mostly, you can grant clients
read/write access to the share by add their IP address or host name to the Hosts
for read-mostly list. Unlisted clients can’t write to this NFS share.

Make your choices and click OK to continue. The process takes several seconds
to complete. Wait for the success message and click Finish to close the dialogue
box.

Repeat the steps above until all desired NFS shares are created.

Creating NFS shares via WebSM: clustered configuration
NFS shares are handled by clustering software in a clustered environment. To
ensure high availability, you should use the NAS volume creation tool to create
new volumes and mark them as NFS shares. See Chapter 8.2.2, “Creating a
NAS volume” on page 157 for details of creating new NAS volumes.

After creating the NAS volumes for NFS sharing, you can set their properties with
either WebSM or SMIT.
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Setting NFS shares properties via WebSM

In order to set properties of an NFS share, select the NFS share under Exported
Directories, then from the Selected drop-down menu, select Properties, as
shown in Figure 11-5.

2% Web-based System Manager - WehSM.pref: /NAS Management/NAS System/File Serving/Exported Directories
Console Directories §e|ected| Wiew Window Help

o & Properties

Rermove Export. .

Navigation Area kported Directories

Select Al Ctrl-A
= @ Management En Deselect Al CHrl+ShiftA A |Permissia
[l 9138198 TERpVOTEaINTS readwrite

= @ NAS Management
= [] MAS System
fi Administratars
i client Access
£ Directory Services
= =1 File Serving
[E overview and Tasks
& Metwork File Systems
Exported Directories
[EcFs
BFTP
BHTTP
P volumes
Y snapshots
£F Cluster Management
& Feature Management
[ 9.1.38.198

Figure 11-5 Access NFS share properties
The Exported Directory Properties screen shown in Figure 11-6 will appear.

In the Permissions drop-down menu, you can define permissions of the current
NFS share.

We also have two more check boxes; one about DES encryption, and one about
the public filesystem.
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f&4 Exported Directory Properties @ FLJ3

[ Export Directory [ Access List|

Path name of directory to export: /VOlsAvalnfs

Perrnissions: | readinrite

Group: I

[ Require secure Data Encryption Standard{DES) protocol to access directory.

[CJ Public filesystem

® Add exported directory immediately and on every subseguent systemn startup.
2 Add exported directory immediately. Make no permanent changes to the systerm.

2 Add exported directory on the next system startup

| OK | [ canca || Help |

Figure 11-6 Exported Directory Properties

If you want to control the access to the NFS server of NAS Gateway 500, click
the Access List tab. The dialogue shown in Figure 11-7 will be displayed.

# Exported Directory Properties @ FLJ3 =10l x|
([Export Directary | Access List|
Hosts/metgroups allowed access: | | | Add
Type of access allowed: client and roat «
Anonymous UID: 2

Hosts with client access: Hosts with root access:

Figure 11-7 Access list to NFS shares

For detailed information on properties and access control settings, see “Creating

NFS shares via WebSM: single node configuration” on page 251.

Important: If you leave the Hosts with client access list empty, then all client

systems connected to your network can access this NFS share.

Chapter 11. UNIX systems integration



11.2.2 Configuring NFS shares with SMIT

In order to configure NFS shares via SMIT menus, you must login with the NAS
administrator user account.

Important: Do not use SMIT to configure NFS shares if you login as root on
NAS Gateway 500, especially in the clustered environment.

Creating NFS shares with SMIT: single node configuration

Important: If you are running a NAS Gateway 500 cluster, use the NAS
volume creation tool to add a volume and mark the Export the volume as an
NFS share check box.

First, enter the smitty command to bring up the root SMIT menu for NAS
management, as shown in Figure 11-8.

NAS System Management
Move cursor to desired item and press Enter.

Manage Administrators

Manage Applications

Manage Client Access

Manage Cluster

Manage Devices

Manage File Serving

Manage Network

Manage Security

Manage System

Manage Volumes and Snapshots

Using SMIT (information only)

NAS Overview (information only)

Fl=Help F2=Refresh F3=Cancel Esct+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 11-8 The SMIT root menu for NAS management
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Then select Manage File Serving->Manage NFS->Add a Volume to Export
List. The screen shown in Figure 11-9 appears.

Tip: Use cursor keys to move between SMIT menu items. Use the Enter key
to select the highlighted item.

Add a Volume to Export List

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* PATHNAME of directory to export 17/
* MODE to export directory read-write +
HOSTS & NETGROUPS allowed client access |
Anonymous UID [-2]
HOSTS allowed root access [1
HOSTNAME list. If exported read-mostly [1
Use SECURE option? no +
Public filesystem? no +
* EXPORT directory now, system restart or both both +
Node / Group [+
Fl=Help F2=Refresh F3=Cancel F4=List
Esc+5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esc+9=Shell Esct0=Exit Enter=Do

Figure 11-9 Add a volume to export list
Fill the directory you want to export into “PATHNAME of directory to export”.

In the “MODE to export directory” field you can select one of three modes for the
NFS share:

» Read-write: Allow clients perform read and write operations on this share.

» Read-only: Only Allow read requests from clients.

» Read-mostly: Allow some clients perform read and write operations on this
share, and allow read operations only to other clients.
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In the “HOSTS & NETGROUPS allowed client access” field, enter the IP
addresses or host names of clients allowed to access this share. If you leave this
field blank, then all client systems connected to your network can access this
NFS share.

In the “HOSTS allowed root access” field, enter the IP addresses or host names
of clients allowed to make root access to this share. If you leave this field blank,
then no client can make root access to this NFS share. Root access means the
root user on a client system has “super user” permission on mounted NFS files.
On NAS Gateway 500, requests from root user on a client without root access
permission are treated as from anonymous user.

In the “HOSTNAME list. If exported read-mostly” field you can enter IP
addresses or host names of clients allowed read-write access to this NFS share,
if the mode of this share is defined as read-mostly.

The “Use SECURE option?” field allows for higher security settings. The NFS
server on NAS Gateway 500 supports secure NFS sharing in a NIS or NIS+
environment, with the secure mode. In addition to the standard UNIX
authentication system, the NFS server on NAS Gateway 500 provides a means
to authenticate users and machines in networks on a message-by-message
basis. This additional authentication system uses Data Encryption Standard
(DES) encryption and public key cryptography. Secure NFS can improve security
but requires a NIS or NIS+ environment and has some performance penalty on
both server side and client side.

The “Public filesystem?” field is designed to work with WebNFS. WebNFS is a
new protocol that allows client access NFS server through Web browsers. On
supported Web browsers, you can access NFS shares on NAS Gateway 500 in
this manner:

nfs://www.nas500.YourCompany.com/nfsshare

If you choose one NFS share as the public filesystem, then any WebNFS URL
referring to the root directory will be redirected to this share. For example, if we
assign /nasnfs as the public filesystem, then the URL nfs://nas500/ will gain
access to /nasnfs directory on the server nas500. WebNFS has not been widely
supported on Web browsers until now.

You can also change the time scope of this NFS share. The default is to make
the NFS share available to clients now, and automatically export this share after
system restart.
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Changing NFS shares with SMIT

In order to change NFS shares with SMIT, select Manage File
Serving->Manage NFS->Change / Show Characteristics of Currently
Exported Volume from the SMIT root menu for NAS management. Select the
NFS share you want to change from the list, then the screen shown in

Figure 11-10 appears.

Change Attributes of an Exported Directory

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* PATHNAME of Directory to Export /nasnfs
* MODE to export directory read-write +

HOSTS & NETGROUPS allowed client access ]

Anonymous UID [-2]

HOSTS allowed root access [1

HOSTNAME list. If exported read-mostly [1

Use SECURE OPTION? no +

Public filesystem? no +
* CHANGE export now, system restart or both both +
Fl=Help F2=Refresh F3=Cancel F4=List
Esc+5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esct+9=Shell Esct0=Exit Enter=Do

Figure 11-10 Change attributes of an exported directory

Make the desired changes on this screen and press Enter to submit changes.

11.3 Access NAS Gateway 500 file service from AIX

In this section we discuss how to access NAS Gateway 500 NFS exports from an
AlX system, as well as giving some troubleshooting and performance tuning
information.
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11.3.1 Mount an NFS file system on AIX

There are many ways to mount an NFS file system on AIX, we introduce two of
them here: from the SMIT menu and from the command line.

Mount an NFS file system through the SMIT menu

In the AIX command line prompt, type smitty mknfsmnt. This command will open
the screen shown in Figure 11-11.

Add a File System for Mounting

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[TOP] [Entry Fieldsl]
EBPATHNAME of mount point [1
= PATHNAME of remote directory [1
= HOST where remote directory resides [1
Mount type NAME [1
= |lse SECURE mount option? no
MOUNT now, add entry to /etc/filesystems or both?  now
= fetc/Tilesystems entry will mount the directory no
on system RESTART.
= MODE for this NFS file system read-write
= ATTEMPT mount in foreground or background background
NUMBER of times to attempt mount [1
Buffer SIZE for read [1
Buffer SIZE for writes [1
[MORE. . .261

F1=Help F2=Refresh F3=Cancel Fa=List
Esc+o=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esc+9=Shell Esc+B=Exit Enter=Do

*

Figure 11-11 Screen of smitty: mounting an NFS filesystem

In order to mount an NFS share, three sections must be filled out, they are
PATHNAME of mount point, PATHNAME of remote directory and HOST where
remote directory resides:

» PATHNAME of mount point: This is a local empty directory you want to use to
access the NFS export from NAS Gateway 500 after it is mounted. You can
type in a new path name; SMIT will create the path for you if it doesn’t exist.

» PATHNAME of remote directory: This is the exported directory path on NAS
Gateway 500.

» HOST where remote directory resides: Enter the IP address or the resolvable
host name of NAS Gateway 500.
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If you want to make this NFS mount remembered by AIX system, you can
change the setting of “MOUNT now, add entry to /etc/filesystems or both”. These
are the options:

» Now: This means only mount the NFS share now, don’t change the system
file /etc/filesystems, which contains a stanza for all “remembered”
filesystems.

» Both: This means mount the NFS share now, and change /etc/filesystems to
record this file system.

» Filesystems: This means record this file system to /etc/filesystems, but don'’t
mount it now.

Example 11-1 is a sample NFS entry in /etc/filesystems.

Example 11-1 NFS stanza in /etc/filesystems

/nas:
dev = "/nasnfs"
vfs = nfs
nodename = nas500
mount = false
options = bg,hard,intr
account = false

If you select both or filesystems for “MOUNT now, add entry to /etc/filesystems
or both”, then within this SMIT screen you can also make this NFS share to be
automatically mounted during AlX start up. Just select yes on “/etc/filesystems
entry will mount the directory on system RESTART”.

There are also several other options when considering an NFS mount. The most
common issue is whether to use a hard mount or a soft mount. A soft mount will
try to re-transmit a number of times. This re-transmit value is defined by the
retrans option. After the set number of retransmissions has been used, the soft
mount gives up and returns an error. A hard mount retries a request until a server
responds. The hard option is the default value. On hard mounts, the intr option
should be used to allow a user to interrupt a system call that is waiting on a
crashed server.

Both hard mounts and soft mounts use the timeo option, to calculate the time
between re-transmits. The default value is 0.7 seconds for the first time out. After
that, it increases the time out exponentially until a maximum of 30 seconds,
where it stabilizes until a reply is received. Depending on the value set for the
retrans option, the soft mount has probably given up already at this stage. You
need to scroll down to set hard/soft mount in this SMIT screen.
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Mount an NFS file system through the command line

Use the mount command to temporarily mount NFS file systems. For example,
in order to mount the remote directory /nasnfs residing on host system nas500
to local mount point /nas, you can type the following command:

#mount nas500:/nasnfs /nas

The mount command can be used with lots of options. The syntax of the mount
command is:

mount [ -F] [ -n Node ] [ -o Options ] [ -p] [ -r ] [ -v VfsName ] [
-t Type| [ Device | Node:Directory ] Directory | all | -a J[-V
[generic_options] special_mount_points

In Table 11-1 we list the most useful options of the mount command.

Table 11-1 Useful mount options

Flags Description

-[a I all] Mounts all file systems in the /etc/filesystems file with
stanzas that contain the true mount attribute.

-n <node> Specifies the remote node that holds the directory to be
mounted.

-o fg Foreground mount attempt.

-0 bg Background mount attempts.

-oproto=[tcpludp] Protocol to use.

-0 vers=[2I3] NFS version to use.

-0 soft Returns an error if the server does not respond.

-0 hard Retries a request until the server responds.

-0 timeo=n Sets the Network File System (NFS) timeout period to n

tenths of a second.

-0 intr Allows keyboard interrupts on hard mounts.

-0 retrans=n Sets the number of NFS transmissions to n.
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11.3.2 AIX NFS mount problem determination
Here we show some common NFS mount problems on AlX and give you some
ideas on how to solve them.

Check if the file system you try to mount is exported

When a mount request is sent to a server for an export that does not exist, the
error message shown in Example 11-2 appears.

Example 11-2 AIX NFS mounting error 1

# mount nas500:/nasnfs /nas

mount: 1831-011 access denied for nas500:/nasnfs

mount: 1831-008 giving up on:

nas500:/nasnfs

The file access permissions do not allow the specified action.

Then you must check if the directory you want to mount is actually exported on
the NAS Gateway 500. To check what file systems, directories, or files are
exported from NAS Gateway 500, use the showmount command as follows:

showmount -e <IP address of NAS Gateway 500>

The output from the command shows you the directories exported, and to whom
they are exported.

If NAS Gateway 500 doesn’t respond to the showmount command, or the error
shown in Example 11-3 is reported, you should check if the NFS server daemons
are running at NAS Gateway 500.

Example 11-3 AIX RPC error

RPC: 1832-019 Program not registered

Use this command:
rpcinfo -p <IP address of NAS Gateway 500>

Example 11-4 shows the output you will get from this command.
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Example 11-4 rpcinfo on AIX

# rpcinfo -p 9.1.38.198
program vers proto port service
100000 4 udp 111 portmapper

100000 3 udp 111 portmapper
100000 2 udp 111 portmapper
100000 4  tcp 111 portmapper
100000 3 tep 111 portmapper
100000 2 tcp 111 portmapper
100021 1 udp 32772 nlockmgr
100021 2 udp 32772 nlockmgr
100021 3 udp 32772 nlockmgr
100021 4 udp 32772 nlockmgr
100021 1  tcp 32773 nlockmgr
100021 2 tcp 32773 nlockmgr
100021 3  tcp 32773 nlockmgr
100021 4  tcp 32773 nlockmgr
100024 1 tcp 32789 status
100024 1 udp 32798 status
100133 1 tcp 32789

100133 1 udp 32798

200001 1 tcp 32789

200001 1 udp 32798

200001 2 tcp 32789

200001 2 udp 32798

The output shows that the portmap (program 100000) is available, but statd
(100024), lockd (100021), nfsd (100003), and mountd (100005) are not
available. This means NFS server is not up and running. You must review the
NFS exports configuration steps introduced in the beginning of this chapter.
Make sure there is no error generated when you make or modify NFS exports.

The reverse lookup problem on AIX

Sometimes you mount an NFS share through SMIT menu or command line and
get the error message shown in Example 11-5.

Example 11-5 AIX NFS mounting error 2

# mount nas500:/home /mnt

nfsmnthelp: 1831-019 nas500: System call error number -1.
mount: 1831-008 giving up on:

nas500:/home

System call error number -1.

This is usually caused by the reverse lookup problem, which means NAS
Gateway 500 can’t resolve AIX client’s IP address to host name.
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There are several ways for NAS Gateway 500 to make IP address to host name
resolution. The most widely used methods in the TCP/IP world are DNS system
and local file mapping. For availability reasons, we highly recommend that you
use local file mapping, that is, store host to IP address mapping in the /etc/hosts
file on NAS Gateway 500. We just don’t want a DNS server outage to bring down
the storage system.

Next we explain how to manage the local mapping on NAS Gateway 500.

First of all, you need to build an interactive session to the NAS Gateway 500,
either through terminal or through telnet. Login as root user. Run the command
smitty hostent.

You will get a screen as shown in Figure 11-12.

Hosts Table (/etc/hosts)
Move cursor to desired item and press Enter.

List ATl Hosts

Add a Host

Change / Show Characteristics of a Host
Remove a Host

Fl=Help F2=Refresh F3=Cancel Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 11-12 Smitty hostent
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You can add, remove, and modify local IP address to host name mapping entries
here. We take the add task as an example, shown in Figure 11-13; other
functions of this menu are also very straightforward.

Add a Host Name
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

* INTERNET ADDRESS (dotted decimal) [9.1.38.191]
* HOST NAME [crete]

ALIAS(ES) (if any - separated by blank space) [1

COMMENT (if any - for the host entry) 0
Fl=Help F2=Refresh F3=Cancel F4=List
Esct5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 11-13 Add a host name entry

After adding all mappings for your storage client, wait for a while and try the NFS
mount again; the problem should be solved.

Check the syntax on the mount command
Try to use SMIT menus instead of long and complex command line entries, this
can help you avoid a lot of errors.

Important: Always remember that only root can issue any mount command,
and system group members can issue mounts, provided they have write
access to the mount point.
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11.3.3 Tuning AIX to improve NAS Gateway 500 NFS performance

An AIX NFS client performance discussion often concentrates on the number of
biods used. Biod is the NFS client daemon on AlX. For biod daemons, there is a
default number of biods (six for a V2 mount, four for a V3 mount) that may
operate on any one remote mounted file system at one time. The idea behind this
limitation is that allowing more than a set number of biods to operate against the
server at one time may overload the server. Since this is configurable on a
per-mount basis on the client, adjustments can be made to configure client
mounts by the server capabilities.

If there are multiple users or multiple processes on the client that will need to
perform NFS operations to the same NFS mounted file systems, you have to be
aware that contention for biod services can occur with just two simultaneous read
or write operations.

Since up to six biods can be working on reading a file in one NFS file system,

if another read starts in another NFS mounted file system, both reads will be
attempting to use all six biods. In this case, presuming that the NAS Gateway
500 are not already overloaded, performance will likely improve by increasing the
biod number to 12. This can be done using the chnfs command (see

Example 11-6).

Example 11-6 Changing biod number to 12
# chnfs -b 12

On the other hand, suppose both file systems are mounted from the same NAS
Gateway 500 and the NAS Gateway 500 is already operating at peak capacity.
Adding another six biods could actually decrease the response dramatically, due
to the NAS Gateway 500 dropping packets, resulting in timeouts and transmits.

To change the number of biod daemons per mount, use the biod mount option.

Increasing the number of biod daemons on the client worsens NAS Gateway 500
performance because it allows the client to send more request at once, further
loading the network and the NAS Gateway 500. In extreme cases of a client
overrunning the NAS Gateway 500, it may be necessary to reduce the client to
one biod daemon, as shown in Example 11-7.

Example 11-7 Stopping biod daemons

# stopsrc -s biod

This leaves the client with the kernel process biod still running.
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11.4 Access NAS Gateway 500 file service from HP-UX

In this section we give some brief information about how to access NAS Gateway
500 through NFS from the HP-UX UNIX system.

11.4.1 Mounting a NAS Gateway 500 NFS filesystem on HP-UX

In order to mount an NFS filesystem on HP-UX, you must configure the HP-UX
system as an NFS client first. The command for this task is
/sbin/init.d/nfs.client start, as shown in Figure 11-14.

# /sbin/init.d/nfs.client start
starting NFS CLIENT networking

kiTling nfsd
kiTling rpc.mountd
starting up the rpcbhind
rpcbind already started, using pid: 553
starting up the BIO daemons
biod(s) already started, using pid(s): 578 579 580 577
starting up the Status Monitor daemon
rpc.statd already started, using pid: 588
starting up the Lock Manager daemon
rpc.lockd already started, using pid: 594
starting up the Automount daemon
automount already started, using pid: 605
mounting remote NFS file systems ...
starting NFS SERVER networking

starting up the rpcbind daemon
rpcbind already started, using pid: 553
starting up the mount daemon
/usr/sbin/rpc.mountd
starting up the NFS daemons
/usr/sbin/nfsd 4
starting up the Status Monitor daemon
rpc.statd already started, using pid: 588
starting up the Lock Manager daemon
rpc.lockd already started, using pid: 594

Figure 11-14 Start NFS client on HP-UX

You can also make NFS client processes start automatically at system start. Just
edit the file /etc/rc.config.d/nfsconf, and change the NFS_CLIENT variable to 1.
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To mount a NAS Gateway 500 NFS share on HP-UX, you can use a mount
command such as this:

mount -F nfs nas500:/nasnfs /nas

You can also customize the mounting by appending other mount options to this
command. Please see the HP-UX documentation for details.

To make the NAS Gateway 500 NFS share be mounted automatically during
system start, you need to edit the /etc/fstab file. Create an entry like the one in
Example 11-8.

Example 11-8 HP-UX: the NFS entry in /etc/fstab

nas500:/nasnfs /nas nfs defaults 0 0

You can also add mount options into this file. See the HP-UX documentation for
details.

11.4.2 HP-UX NFS mount problem determination
Here we show some common NFS mount problems on HP-UX and give you
some ideas on how to solve them.

Check if the file system you try to mount is exported

If you get the error shown in Example 11-9 on NFS mounting, you should check if
you entered the correct NAS Gateway 500 host name and the shared directory.

Example 11-9 HP-UX NFS mounting error 1

# mount -F nfs nas500:/NASNFS /mnt
Permission denied

The process of checking exported directories on NAS Gateway 500 from HP-UX
is almost identical to the process from AlX. Refer to “Check if the file system you
try to mount is exported” on page 265 for details.

The reverse lookup problem on HP-UX

If you get error messages as shown in Example 11-10, then you should check
the reverse lookup function on NAS Gateway 500. See “The reverse lookup
problem on AIX” on page 266 for details.

Example 11-10 HPUX NFS mounting error 2

# mount -F nfs nas500:/NASNFS /mnt
Unknown error
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11.5 Access NAS Gateway 500 file service from Solaris

In this section we give some brief information about how to access NAS Gateway
500 through NFS from a SUN Solaris system.

11.5.1 Mounting a NAS Gateway 500 NFS filesystem on Solaris

The command to mount an NFS filesystem on Solaris is:
mount -F nfs nas500:/NASNFS /MOUNTPOINT

In this command, NASNFS is the directory you exported on the NAS Gateway
500, and the MOUNTPOINT is the local directory on Solaris where you want to
mount the filesystem. For more options of the mount command, please check the
Solaris documentation.

If you want to mount a NAS Gateway 500 NFS filesystem automatically on
Solaris startup, edit the /etc/vistab file, add an entry for this NFS filesystem, and
set the mount-at-boot field to yes (see Example 11-11).

Example 11-11 Solaris: the NFS entry in /etc/vfstab

nas500:/NASNFS - /MOUNTPOINT nfs - yes rw

In this command, NASNFS is the directory you exported on the NAS Gateway
500, and the MOUNTPOINT is the local directory on Solaris where you want to
mount the filesystem. For the syntax of /etc/vfstab file, please check the Solaris
documentation.

11.5.2 Solaris NFS mount problem determination

272

Here we show some common NFS mount problem on Solaris and give you some
idea on how to solve them.

Check if the file system you try to mount is exported
If you get the error shown in Example 11-12 on NFS mounting, you should check

if you entered the correct NAS Gateway 500 host name and the shared directory.
Example 11-12 Solaris NFS mounting error 1

# mount -F nfs nas500:/NASNFS /mnt
Permission denied
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The process of checking exported directories on NAS Gateway 500 from SUN
Solaris is almost identical to the process from AIX. Refer to “Check if the file
system you try to mount is exported” on page 265 for details.

The reverse lookup problem on Solaris

The reverse lookup problem can cause the mount command on Solaris to crash
on some Solaris releases, and can make it difficult to track the root cause,
because no error message is generated by the mount command. So we highly
recommend that you configure and test the name resolution on NAS Gateway
500 prior to integrating with SUN Solaris systems. For the details on how to
configure local name resolution on NAS Gateway 500, check “The reverse
lookup problem on AlIX” on page 266.

Chapter 11. UNIX systems integration 273



274 The IBM TotalStorage NAS Gateway 500 Integration Guide



12

Linux systems integration

In this chapter we describe how to integrate NAS Gateway 500 with Linux
systems. We use Red Hat Linux 9 and SUSE Enterprise Server powered by
United Linux in our environment.

In this chapter, the following topics are discussed:

» Accessing a NAS Gateway 500 NFS share from Red Hat Linux
» Accessing a NAS Gateway 500 NFS share from SUSE LINUX

© Copyright IBM Corp. 2004. All rights reserved. 275



12.1 Red Hat Linux: Access a NAS Gateway 500 share

Here we introduce how to access a NAS Gateway 500 NFS share from Red Hat
Linux. We also provide some troubleshooting information for integrating NAS
Gateway 500 with Red Hat Linux.

12.1.1 Mount a NAS Gateway 500 NFS share on Red Hat Linux

Here we discuss the mount command used to mount a NAS Gateway 500 NFS
share on Red Hat Linux, and how to make the NFS share mounted automatically
at system startup.

The mount command to use on Red Hat Linux

In order to mount a NAS Gateway 500 NFS share on Red Hat Linux, the mount
command should be used as shown in Example 12-1.

Example 12-1 Red Hat: mount an NFS filesystem

[root@naslinux root]# mount -t nfs 9.1.38.198:/Vols/FJL3VOLO1l /mnt/nfs

The -t option of the mount command on Red Hat Linux indicates the filesystem
type to be mounted. It should always be nfs while mounting a NAS Gateway 500
NFS share.

You can also combine other mounting options with the mount command. See the
Red Hat Linux documents for the detailed description of mounting options.

After the mount command is returned, you can run the mount command without
parameters to verify the mount status (Example 12-2).

Example 12-2 The mount command output on Red Hat

parameters to verify the mount status:

[root@naslinux root]# mount

/dev/hda2 on / type ext3 (rw)

none on /proc type proc (rw)

ushdevfs on /proc/bus/usb type usbdevfs (rw)

/dev/hdal on /boot type ext3 (rw)

none on /dev/pts type devpts (rw,gid=5,mode=620)

none on /dev/shm type tmpfs (rw)

9.1.38.198:/Vols/FJL3VOLO1 on /mnt/nfs type nfs (rw,addr=9.1.38.198)

The NFS share, mount point, filesystem type, and mount options are displayed
with this command.
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Mount the NAS share automatically at system startup

In order to mount the NFS share automatically at Red Hat Linux startup, we edit
/etc/fstab file on Red Hat Linux.

The /etc/fstab file on Red Hat Linux contains descriptive information about the
filesystem. It is processed by the system scripts of Red Hat Linux during system
startup. Our /etc/fstab is shown in Example 12-3. See the Red Hat Linux
documentation for a detailed description of the /etc/fstab file.

Example 12-3 /etc/fstab on Red Hat Linux

LABEL=/ / ext3 defaults 11
LABEL=/boot /boot ext3 defaults 12
9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs nfs tcp,soft

00

none /dev/pts devpts gid=5,mode=620 0 0
none /proc proc defaults 00
none /dev/shm tmpfs  defaults 00
/dev/hda3 swap swap defaults 00
/dev/cdrom /mnt/cdrom udf,is09660

noauto,owner, kudzu,ro 0 0

/dev/fdo0 /mnt/f1loppy auto noauto,owner,kudzu 0 0

12.1.2 Troubleshooting the NFS mount on Red Hat Linux

In this section we provide some troubleshooting tips.

The firewall issue

Some Red Hat Linux releases come with a firewall setting interface in the
installation wizard. If you have chosen any options except “No firewall” in the
installation phase, you may experience the error message shown in
Example 12-4 when you try to mount a NAS Gateway 500 NFS share.

Example 12-4 Red Hat NFS mounting error 1

[root@naslinux root]# mount -t nfs 9.1.38.198:/Vols/FJL3VOLO1l /mnt/nfs
mount: RPC: Timed out

This is caused by the firewall settings of Red Hat Linux. The firewall settings
created by the Red Hat Linux tool can’t handle the NFS mount negotiations
correctly when the UDP protocol is involved.

To overcome this problem, use the -o tcp option with the mount command (see
Example 12-5).
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Example 12-5 Mount with -o tcp

[root@naslinux root]# mount -t nfs -o tcp 9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs

Check if the file system you try to mount is exported

Sometimes you get the error message shown in Example 12-6 while mounting a
NAS Gateway 500 NFS share on Red Hat Linux.

Example 12-6 Red Hat NFS mounting error 2

[root@naslinux root]# mount -t nfs 9.1.38.198:/Vols/FJL3VOL1 /mnt/nfs
mount: 9.1.38.198:/Vols/FJL3VOL1 failed, reason given by server: Permission
denied

In this case, you should check if the NFS share on the NAS Gateway 500 is really
shared for you. You can check this by using the showmount command (see
Example 12-7).

Example 12-7 Red Hat: the showmount command

[root@naslinux root]# showmount -e 9.1.38.198
Export 1ist for 9.1.38.198:
/Vo1s/FJL3VOLO1 (everyone)

This command tells you which directories on NAS Gateway 500 are shared, and
which hosts can access them. Check the NAS Gateway 500 configuration if the
directory you want to access is not shared or your host is not in the access list.

If you got the error “RPC: Program not registered” while running the showmount
command, you should check the NFS daemon status on the NAS Gateway 500.
You can use the rpcinfo command on Linux (see Example 12-8).

Example 12-8 Red Hat: the rpcinfo command

[root@naslinux root]# rpcinfo -p 9.1.38.197
program vers proto  port
100000 4  udp 111 portmapper

100000 3 udp 111 portmapper
100000 2 udp 111 portmapper
100000 4 tcp 111 portmapper
100000 3 tcp 111 portmapper
100000 2 tcp 111 portmapper
100021 1 udp 32772 nlockmgr
100021 2 udp 32772 nlockmgr
100021 3 udp 32772 nlockmgr
100021 4 udp 32772 nlockmgr
100021 1  tcp 32773 nlockmgr
100021 2 tcp 32773 nlockmgr
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100021 3  tcp 32773 nlockmgr
100021 4 tcp 32773 nlockmgr
100024 1 tcp 32774 status
100024 1 udp 32785 status
100133 1  tcp 32774

100133 1 udp 32785

200001 1 tcp 32774

200001 1 udp 32785

200001 2 tcp 32774

200001 2 udp 32785

In this example, the NFS server process is not listed in the registered programs
on NAS Gateway 500. So we know the NFS server on NAS Gateway 500 is not
up and running. If you get this problem, please review the NAS Gateway 500
setup process, and make sure there is no error reported during the NFS share
configuration.

The reverse lookup problem on Red Hat Linux

Sometimes you get the error message shown in Example 12-9 while mounting a
NAS Gateway 500 NFS share on Red Hat Linux.

Example 12-9 Red Hat NFS mounting error 3

[root@naslinux root]# mount -t nfs 9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs
mount: 9.1.38.198:/Vols/FJL3VOLO1 failed, reason given by server: unknown nfs
status return value: -1

This is usually caused by the reverse lookup problem, which means NAS
Gateway 500 can’t resolve the IP address of the Red Hat Linux client to host
name.

You must configure name resolution on NAS Gateway 500 to fix this problem.
See “The reverse lookup problem on AIX” on page 266 for the detailed steps.

12.2 SUSE LINUX: Access a NAS Gateway 500 share

Here we explain how to access a NAS Gateway 500 NFS share from SUSE
LINUX. We also provide some troubleshooting information for integrating NAS
Gateway 500 with SUSE LINUX.
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12.2.1 Mount a NAS Gateway 500 NFS share on SUSE LINUX

Here we discuss the mount command used to mount a NAS Gateway 500 NFS
share on SUSE LINUX, and how to make the NFS share mounted automatically
at system startup.

The mount command to use on SUSE LINUX

In order to mount a NAS Gateway 500 NFS share on SUSE LINUX, the mount
command should be used as shown in Example 12-10.

Example 12-10 NFS mount command on SUSE

naslinux:™ # mount -t nfs 9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs

The -t option of the mount command on SUSE LINUX indicates the filesystem
type to be mounted. It should always be nfs while mounting a NAS Gateway 500
NFS share. You can also combine other mounting options with the mount
command. See the SUSE LINUX documents for a detailed description of
mounting options.

After the mount command is returned, you can run the mount command without
parameters to verify the mount status (Example 12-11).

Example 12-11 SUSE: the mount command output

nasTinux:™ # mount

/dev/hda2 on / type reiserfs (rw)

proc on /proc type proc (rw)

devpts on /dev/pts type devpts (rw,mode=0620,gid=5)

shmfs on /dev/shm type shm (rw)

ushdevfs on /proc/bus/usb type usbdevfs (rw)
9.1.38.198:/Vols/FJL3VOLO1 on /mnt/nfs type nfs (rw,addr=9.1.38.198)

The NFS share, mount point, filesystem type, and mount options are displayed
with this command.

Mount the NAS share automatically at system startup

In order to mount the NFS share automatically at SUSE LINUX startup, we can
either configure the NFS client in yast2, or edit the /etc/fstab file on SUSE LINUX.

The configuration of the NFS client with yast2 is very straightforward, and yast2
accomplishes this task by modifying the /etc/fstab file. The /etc/fstab file on
SUSE LINUX contains descriptive information about filesystem. It is processed
by the system scripts of SUSE LINUX during system startup. Our /etc/fstab is
shown in Example 12-12. See the SUSE LINUX documentation for a detailed
description of the /etc/fstab file.
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Example 12-12 /etc/fstab on SUSE LINUX

/dev/hda2 / reiserfs defaults 11

/dev/hdal /datal auto noauto,user 0 0

/dev/hda3 swap swap pri=42 0 0

devpts /dev/pts devpts mode=0620,gid=5 0 0

proc /proc  proc defaults 0 0

ushdevfs /proc/bus/usb  ushdevfs noauto 0 0
/dev/cdrecorder /media/cdrecorder auto ro,noauto,user,exec 0 0
/dev/fd0 /media/floppy auto noauto,user,sync 0 0
9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs nfs defaults 0 0

12.2.2 Troubleshooting the NFS mount on SUSE LINUX

In this section we provide some troubleshooting tips.

Check if the file system you try to mount is exported

Sometimes you get the error message shown in Example 12-13 while mounting
a NAS Gateway 500 NFS share on SUSE LINUX.

Example 12-13 SUSE NFS mounting error 1

naslinux:™ # mount -t nfs 9.1.38.198:/Vols/FJL3VOL1 /mnt/nfs
mount: 9.1.38.198:/Vols/FJL3VOL1 failed, reason given by server: Permission
denied

In this case, you should check if the NFS share on the NAS Gateway 500 is really
shared for you. You can check this by using the showmount command (see
Example 12-14).

Example 12-14 SUSE: the showmount command

naslinux:/mnt/nfs # showmount -e 9.1.38.198
Export 1ist for 9.1.38.198:
/Vols/FJL3VOLO1 (everyone)

This command tells you which directories on NAS Gateway 500 are shared, and
which hosts can access them. Check the NAS Gateway 500 configuration if the
directory you want to access is not shared or your host is not in the access list.

If you got the error “RPC: Program not registered” while running the showmount
command, you should check the NFS server status on the NAS Gateway 500.
You can use the rpcinfo command on Linux (see Example 12-15).
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Example 12-15 SUSE: the rpcinfo command

naslinux:/mnt/nfs # rpcinfo -p 9.1.38.197
program vers proto  port
100000 4 udp 111 portmapper

100000 3 udp 111 portmapper
100000 2 udp 111 portmapper
100000 4  tcp 111 portmapper
100000 3 tep 111 portmapper
100000 2 tcp 111 portmapper
100021 1 udp 32772 nlockmgr
100021 2 udp 32772 nlockmgr
100021 3 udp 32772 nlockmgr
100021 4 udp 32772 nlockmgr
100021 1  tcp 32773 nlockmgr
100021 2 tcp 32773 nlockmgr
100021 3  tcp 32773 nlockmgr
100021 4  tcp 32773 nlockmgr
100024 1 tcp 32774 status
100024 1 udp 32785 status
100133 1 tcp 32774

100133 1 udp 32785

200001 1  tcp 32774

200001 1 udp 32785

200001 2 tcp 32774

200001 2 udp 32785

In this example, the NFS server process is not listed in the registered programs
on NAS Gateway 500. So we know the NFS server on NAS Gateway 500 is not
up and running. If you get this problem, review the NAS Gateway 500 setup

process. Be sure there is no error reported during the NFS share configuration.

The reverse lookup problem on SUSE LINUX

Sometimes you get the error message shown in Example 12-16 while mounting
a NAS Gateway 500 NFS share on SUSE LINUX.

Example 12-16 SUSE NFS mounting error 2

naslinux:™ # mount -t nfs 9.1.38.198:/Vols/FJL3VOLO1 /mnt/nfs
mount: 9.1.38.198:/Vols/FJL3VOLO1 failed, reason given by server: unknown nfs
status return value: -1

This is usually caused by the reverse lookup problem, which means NAS
Gateway 500 can’t resolve the IP address of the SUSE LINUX client to host
name. You must configure name resolution on NAS Gateway 500 to fix this
problem. See “The reverse lookup problem on AIX” on page 266 for the detailed
steps.
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13

Apple systems integration

In this chapter we explain how to integrate NAS Gateway 500 with Apple
Macintosh systems. We use a Power Mac G4 running Mac 10.2.8 Server. This
connection process works for normal Mac systems as well.

The following topics are discussed:
» Accessing a NAS Gateway 500 NFS share from Apple Mac OS 10.x
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13.1 Apple Mac OS 10.x accessing an NFS share

This section explains how to connect from an Apple Macintosh system to the
NAS Gateway 500. Figure 13-1 shows the OS level we used. This procedure
works for the normal Mac OS X version and for the Mac OS X Server version.

f 8686 Apple System Profiler

Devices and Volumes Frameworks Extensions | Applications Logs
¥ Software Overview
System version  Mac OS5 X Server 10.2.8 (6R73) [ Mac OS X 10.2.8 (ER7T3) ]

Bootvolume
Kernel version Darwin Kernel Version 6.8: Wed Sep 10 15:20:55 PDT 2003; rootxnu/xnu-344.49.0bj~2/RELEASE_PPC

Figure 13-1 Mac OS level

First use the Finder application, select Go and scroll down to the Connect to
Server entry as shown in Figure 13-2. Select that entry by clicking it.

@', Finder File Edit View BeM Window Help

= Computer
4 Home £+38H
@ iDisk {381
#: Applications ORA
¥ Favorites

Favorites
Recent Folders

Go to Folder...
Connect to Server... #K

Figure 13-2 Using Finder

The Connect to Server dialog box will appear. Before you enter the NFS share,
make sure to log on to the NAS Gateway 500 using telnet. When logged on, you
can list the NFS shares using the commands exportfs or showmount - e to list
your NFS shares. This is shown in Example 13-1.

284 The IBM TotalStorage NAS Gateway 500 Integration Guide



Example 13-1 Display NFS shares on NAS Gateway 500

(/)-->exportfs
/Vols/FLJINFS -
(/)-->showmount -e
export list for FLJ1:
/Vo1s/FLJINFS (everyone)
()-->

Now type in exactly your NAS Gateway 500 NFS export:

nfs://<your_server address>/<your nfs_export>

An example is shown in Figure 13-3. Now click Connect to confirm your

connection.

Connect to Server

Choose a server from the list or enter a server address

At [ 89.43.225.119 Bl
& DLag

&5 EXCHGREC 2

I
I
I
I
& cpsbom P
I
I
I
|

&5 9.43.235.250
&5 AVANTI

&5 HANHARDWARE
& HCTDOMAIN

@ BM

&% IEM PFE

24 items

Address: nfs://9.1.38.197/Vols/FLIINFY

"r Add to Favorites ) ’r Cancel ) Eﬁmnect'}

Pz

Figure 13-3 NFS connect dialog box

The system will connect to the NFS share exported on our NAS Gateway 500.

Figure 13-4 shows our NFS share. This folder will appear on the desktop.
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806 @& 9.1.38.197 =
© O Fmn W @ 9 A O
Back Forward View : Computer Home Favorites Applications Search
3 items, 41.84 GB available
Name B DateModified | ot e e et
[ data  Today, 11:11 AM —  Folder
[7 lost+found Today, 10:26 AM —  Folder

Figure 13-4 NFS share connected

In addition, the following icon will be added to the desktop (Figure 13-5), so after
the initial connect, you can access the data by simply clicking that icon.

Figure 13-5 Desktop icon
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Part 4

Backup and
recovery

This part of the book describes how to back up and restore data and how to do
disaster recovery of a NAS Gateway 500. Since this depends on which event has
happened, an overall suggestion which fits for all cases cannot be offered. The
range of failures that can affect your business can go from losing one file to
losing the complete environment. The NAS Gateway 500 administrator must
decide which action has to be taken. We show procedures that are necessary in
the event of a failure.
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14

Backup and restore basics
and user interfaces

This chapter describes the basic tools, as well as how to back up and restore
data, and how to do disaster recovery of a NAS Gateway 500.

The following topics are discussed:

» Interfaces to back up NAS Gateway 500
» Backup, restore, and disaster recovery basics
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14.1 User interfaces for backup and restores

You can back up the NAS Gateway 500 in several ways. The way you should
choose depends on which backup will be taken and which user interface the
administrator prefers. The NAS Gateway 500 provides several user interfaces for
backup and restore purposes:

» WebSM
» SMIT menu
» Command line

Basically, you can choose between WebSM, SMIT, and the command line.
WebSM is a graphical user interface adjusted to specific NAS requirements.
SMIT (smitty) is a menu driven character based interface, which enables the
administrator to exploit almost all of the operating system commands AlX offers.
The command line interface can be used to set up commands directly. The
manual pages (man command, for example: man mksysb) are very useful to
get a description of a command, its options and parameters . Be careful if you
are working as the root user.

14.1.1 The WebSM interface

The backup and restore part of WebSM is divided into several areas. Launch
WebSM, select the appropriate machine and the menu item Backup and
Restore. On the right side of the window, you can see various backup and
restore tasks:

» Back up the system (mksysb)
See 15.2, “System backup manager (mksysb and mkcd)” on page 296.

» Incrementally back up the system (backup)
See 16.1.2, “The backup and restore commands (full and incremental)” on
page 334.

» System backup wizard (mksysb in conjunction with mkcd for optical media
only).

» Restore file system backup
See 15.2.2, “Restoring with the system backup manager” on page 304.

» Restore incremental backup files
See “File system restore with the restore command” on page 337.

» View contents of full system backup
See “View contents of a full system backup” on page 309.

» View content on incremental backup
See “Verification of the file system backup” on page 343.
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Figure 14-1 shows the WebSM Backup and Restore menu.

Console Backup ©o0oco0 Miew Window Help FO
E=d0 0 [BEAmE AR

;| 9.1.38.197: Backup and Restore

Navigation Area

E O management Erviranment
=[] 8138197 ]
e ; Backup Overview and Tasks
& Devices E
£ Metwork ;
0 users
% Backup and Restore
1 File Systemns
[ volurnes |
= Processes More Information
@ System Environment ;
2 Subsystems
5 Custom Tools
@ Software
5 Metwark Installation Management
= Workload Manager
Ferformance
T Systern Manager Security
L Printers
@ Microcode Updates
[18 PC emices (Fast Connecty
[ g1.38.108
@ MAS Management

[ Ready | . oot -8
Figure 14-1 Using the WebSM for backup and restore

14.1.2 The SMIT menu

The administrator can use the SMIT menu as well to do backups. But be careful,
because it depends on the user ID which interface has been provided by the
system.

Using the SMIT interface and command line demands much more experience as
compared to using WebSM. So please do not use the command line interface or
SMIT interface if you are not familiar with the system and AIX.

The root user gets the interface shown in Figure 14-2.

Chapter 14. Backup and restore basics and user interfaces 291



System Management
Move cursor to desired item and press Enter.

Software Installation and Maintenance
Software License Management

Devices

Bystem Storage Management (Physical & Logical Storagel
Security & Users

Communications Applications and Services
Print Spooling

Problem Determination

Performance & Resource Scheduling
System Environments

Processes & Subsystems

Applications

Installation Assistant

Cluster System Management

Uzing SMIT <{information onlyd

Ezc+i=Help Ezc+2=Refreszh Ezc+3=Cancel Ezc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 14-2 The SMIT menu entry user root

The NAS administrator is the user that was created during the initial setup
(we used nasadmin). It gets a different SMIT screen (Figure 14-3).

MAS System Management
Move cursor to desired item and press Enter.

Manage Administrators
Manage Applications
Manage Client Access
Manage Cluster

Manage Devices

Manage File Serving
Manage Metwork

Manage Security

Manage Uolumes and Snapshots
Uszing SMIT <{information onlyd

HAS Overview {information only)>

Ezc+i=Help Ezc+2=Refreszh Ezc+3=Cancel Ezc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 14-3 The SMIT menu of the NAS Administrator

14.1.3 The command line interface

The command line interface is the third interface to the NAS Gateway 500.

Restriction: It is not supported to do the initial configuration with the
command line interface or SMIT. You have to use the WebSM interface.

Using the SMIT interface and command line interface demands much more
experience as compared to the WebSM. So please do not use the command line
interface or SMIT interface if you are not familiar with the system or AlX.
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More information about how to use the particular interfaces is provided in the
following sections by giving examples.

14.2 Fundamental backup and restore techniques

Before we start with our technical explanation, we present a summary of backup
and restore types and their classification. We applied the following classifications
to the NAS Gateway 500 in the next chapter.
There are three major backup categories:
» Bootable backups and restores:

— System backup manager (root volume group)

— Recovery CD images

— NIM (Network Install Manager)

— SysBack™ (IBM Tivoli Storage Manager for System Backup and
Recovery)

» File, file system and volume backup and restore:
— Operating system based backup tools:

mknasb / restnasb commands

backup / restore commands (full and incremental)

restvg / savevg (other volume groups)

Split mirror backup

backsnap, snapback (JFS2) commands

dd, cpio, tar, pax, and other operating system commands

— IBM Tivoli Storage Manager Client backup and restore:

¢ LAN based backup
¢ LAN free backup

— Disk subsystem based backups:
¢ FlashCopy® (t0 copy, snapshot) (not covered in this redbook)
— SANergy® (not covered in this redbook)
» Application backup and restore:
— Backup agents used to back up applications (for example, IBM Tivoli Data
Protection, Oracle RMAN, DB2 userexit, etc.) (not part of this redbook)

These three classes are described in the following sections in more detail.
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15

Bootable backups and
restores

A bootable backup allows you to restore a system from scratch by booting from
the media where the image resides. This implies that the media has a section
which can be read by the bootstrap loader. Therefore, a bootable image enables
you to set up the NAS Gateway 500 as new, even if a new entire system or parts
of the system, such as new disks, are provided.

This might occur, for example, during hard disk failure or human error, when the
problem cannot be fixed with any other method (such as when there is an
accidental delete of important system files from the system). The system
administrator would then need to recover the operating system from scratch
within the shortest time period, and restore the application data back to the
system to resume normal operations.
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15.1 Overview: bootable backup/restore

This step is one part of recreating the whole system (including the user data).
The bootable restore creates a new image into the boot section followed by the
rest of the system data. The NAS Gateway 500 uses hdiskO0 for this purpose.

In most cases, when you restore a backup including the boot sector, you are not
done with that. The image restore is just a part of the whole restore, because file,
file system, and application restores may follow.

Bootable backups and restores can be:

» System backup manager (mksysb and mkcd)

» Bootable image (Recovery CD) provided by the NAS Gateway 500

» Network Install Image (NIM)

» Bare Machine Recovery Tools (BMR)
(IBM Tivoli Storage Manager for System Backup and Recovery “SysBack”)

Important: Test the backup extensively before you start a production
environment. Do not trust that you have done the backup by simply observing
a return code of a command. You should restore the backup before going into
production.

15.2 System backup manager (mksysb and mkcd)

In this section we discuss how to use the system backup manager for backup
and restore.
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15.2.1 Backup with the system backup manager (mksysb)

The system backup manager (command mksysb) creates a system backup image
on a specified device. You may use a system backup image to restore your
system to a previous state, including the creation of the boot image and/or to
restore just files.

The mksysb backup image contains all details to rebuild the system volume group
(rootvg). Other volume groups are not covered with this command and should be
backed up through other commands (for example, savevg, savevgdvp and
restvg, restvgdvp) or applications (IBM Tivoli Storage Manager, etc.)

The mksysb command creates an installable image of the root volume group
either in a file or onto a bootable tape. The command is usually used to create a
bootable tape or to create an image used in conjunction with NIM or mked. The
mksysb command backs up mounted file systems in the rootvg volume group for
subsequent reinstallation.

Tip: It is a good idea to do mksysb backups on a regular basis and after
reconfiguring, adding new devices, etc. This keeps the restore and recovery
process quicker and easier.

Depending on which option is used, the mkszfile command is run and creates
the /image.data file which contains information on the root volume group.
mkszfile records the size of mounted file systems in the rootvg volume group for
reinstallation.

There are three ways to execute mksysb:

» WebSM interface
» SMIT interface
» Command line interface

Using WebSM to exploit mksysb

One way to use mksysb is provided by the WebSM interface. Use your WebSM
client and logon to the NAS Gateway 500 as root.

In the WebSM screen, choose the appropriate NAS machine under
Management Environment and select Backup and Restore in the
Administration tree (Figure 15-1).
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Console Backup ©cloocd View Window Help

FO

= E00 MG R E L

Navigation Area

E O management Erviranment

=[] 9138187
Overview
&5 Devices
5% Metwork
0 users
% Backup and Restore
1 File Systemns
[ volurnes
= Processes
@ System Environment
2 Subsystems
5 Custom Tools
@ Software

) Netwark Installation Management ||

= Workload Manager
Ferformance
'Ex System Manager Security
L Printers
@ Microcode Updates
[18 PC emices (Fast Connecty
[ g1.38.108

@ MAS Management

;| 9.1.38.197: Backup and Restore

[ Ready |

oot -9

Figure 15-1 WebSM Backup the System via mksysb

Then click Backup the system. Now you can choose the appropriate options

(Figure 15-2). Some options are listed here:

>
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Specify the correct device for the backup.

We used: Other SCSI Tape Drive [rmt0]

Create map files

Creates map files, runs mkszfile command to create /image.data file

Generate image.data file (default)

Expand /tmp as needed
The /tmp file system may need to be extended for the boot image if you are
creating a bootable backup to tape.

Exclude files from backup

Can be selected to exclude files (option uses file /etc/exclude.rootvg).



Console Backup ©oleciond View Windme  Heln
ackup System

=3

E=E0 o |BHE

Mavigation Area

Attention: The hackup process results in the 10ss of all data on the hackup media
= @ Management Environment

= [ 8138197
Overview

&5 Devices
5 Metwork

Backup device arfile narme: Other 8CEI Tape Drive [rmtd] | - |

[l Create map files

& users [v] Generate new fimage.data file
2 Backup and Restore [7] Expand imp as needed
£ File Systems [ Disahle software packing of backup

@ “olumes
= Processes
@ System Environment

[ Listfiles as they are backed up
[ Exelude files fram backup

£ subsystems Murmber of 512 byte blacks per read operation: [ |
£ Custom Tools
) guttware NOTE: Leawing the nurber of blocks blank results in the system determining an appropriate default

B NetworkInstallation Manage  0a5ed O the device bye.

=2 Workload Manager

@ Performance

T Systern Manager Security OK I | Cancel | | Help

& Frinters |
@ Microcode Updates |

[J8 PC emices (Fast Connecty

[ 8138198
© NAS Managerment

@_ heady | oot-9
Figure 15-2 System backup options menu

After you choose OK, a new popup window tells you that the task is performing.
Choose the Show Details button for more information (Figure 15-3).

. Performing task

Working...... Show Details

| Close | | Stop I | Help ‘

Figure 15-3 Performing task system backup
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Finally, you should get a message that the task ended successfully. Before going
into production, you should always test if the restore of a backup was successful
(Figure 15-4).

o Finished
S guccess Hide Details

™ Messages ) Commands

Messages:

Creating information file |/image.data) for rootwg.
Creating tape boot image..

Creating list of files to back up.

Backing up 37238 files.veeiviriennnans

37238 of 37238 files (100%)

0512Z-038 mksysh: Backup Completed 3uccessfully.

Find: | Finanea |

T

Figure 15-4 Details of system backup task

Using SMIT to exploit mksysb

As described in 14.1.2, “The SMIT menu” on page 291, you should be very
careful using the SMIT interface as root. The following section shows how a
bootable backup can be provided with the SMIT interface.

First log on to the system as the NAS administrator (at the initial configuration,

we used nasadmin) and type smit and press Enter. Refer to the following screens
to access the system backup task.
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Choose Manage System and proceed as described in Figure 15-5.

HAE System Management
Hove cursor to desired item and press Enter.

Manage Administrators
Manage Applications
Manage Client Access
Manage Cluster

Hanage Devices

Hanage File Serving
Hanage Metwork
Hanage Security

MHanage Uolumes and Snapshots
Using SMIT {information only>

HAS Overview (information onlyl

Ezsc+1l=Help Esc+2=Refresh Ezsc+3=Cancel Ezc+8=Image
Esc+?=5hell Esc+A=Exit Enter=Do

Figure 15-5 SMIT menu entry for bootable backups

The Backup and Recovery item will pass you to the next screen (Figure 15-6).

Hanage System
Hove cursor to desired item and press Enter.

Boot and Shutdown
Date and Time

Problem Determination
System Information

Ezsc+1l=Help Esc+2=Refresh Ezsc+3=Cancel Ezc+8=Image
Esc+?=5hell Esc+A=Exit Enter=Do

Figure 15-6 SMIT backup and recovery
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Select Backup and Recovery and press Enter. The screen shown in
Figure 15-7 will appear.

Backup and Recovery
Move cursor to desired item and press Enter.
Backup and Recovery with Tivoli Storage Manager {(TSM>

Backup Suystem to Tape ~ File
List Files in System Backup

Backup Configuration Files
Restore GConfiguration Files

Ezc+l=Help Esc+2=Refrezh Esc+3=Cancel Esc+B=Image
Esc+?=8hell Esc+B=Exit Enter=Do

Figure 15-7 SMIT Backup the System to Tape / File

Select Backup System to Tape / File and proceed. This will take you to the
mksysb screen (Figure 15-8). Press Enter to proceed. Wait for the backup to finish
(Figure 15-9).

Back Up the System

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
WARNING:=: Execution of the mksysh command will
result in the loss of all material
previously stored on the selected
output medium. This command hacks
up only rootug volume group.

ElBackup DEUICE or FILE (L de v rnt B +/
Create MAPF files? no +
List files as they are backed up? no +
Uerify readabhility if tape device? no +
ERPAND Atmp if needed? no +
Dizabhle software packing of bhackup? no +
Mumber of BLOCKS to write in a single output [1 i

(Leave hlank to use a system default?

Eszc+l=Help Ezsc+2=Refrech Esc+3=Cancel Esc+4=List
Esc+5=Reset Esc+h=Command Esc+7=Edit Esc+B=Image
Esc+?=Shell Esc+B=Exit Enter=Do

Figure 15-8 SMIT mksysb task
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COMMAND STATUS
Conmmand: XJ stdout: yes stderr: no

Before command completion, additional instructions may appear helow.

Ereating tape hoot image..

Creating list of files to back up.

Backing wup 37238 files.._.............

37238 of 37238 files <188x>

B512-A38 mksysbh: Backup Completed Successfully.

Ezsc+l=Help Ezc+2=Refresh Esc+3=Cancel Ezsc+b=Command
Ezsc+8=Image Ezc+?=S5hell Esc+A=Exit /=Find
n=Find Mext

Figure 15-9 status of a completed mksysb backup with SMIT

Using the command line to exploit mksysb

The mksysb command can be run on the command line. You can use the NAS
administrator user to exploit the mksysb command (Figure 15-10).

Tip: You may use the -e (expand) option if you have space problems in the
/tmp directory during the backup regarding too little space.

Command syntax:

mksysb [ -b Number ] [ -e J [ -i ] [-m] [-p] [-v]1[-VII[-XI]
Device |File

-b block number of 512 byte blocks

-e excludes files

-i creates /image.data (runs mkszfile)

-m generates map files (will call mkszfile command as well)
-p packaging

-v verbose lists all backed up files

-V verification verifies the header (not the complete backup)
-X expands automatically /tmp file system

Device | File specifies the location either device or file
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é nksysh —i sdev/rmntB

Creating information file {/image.data> for rootug.
Creating tape hoot image..

Creating list of files to bhack up.

Backing wp 37222 files.............

37222 of 37222 files {(188x>
2512—338 mksysh: Backup Completed Successfully.

Figure 15-10 mksysb backup done on the command line
Example (backup to image file system - not bootable):

To generate a system backup file named /mksysb_images/nasnode01 and a new
/image.data file for that image, type:

mksysb -i /mksysb_image_files/nasnode0l

Note: This file will not be bootable and can only be installed using Network
Installation Management (NIM).

Using the NAS administrator to back up (mksysb) to a file may abort, because of
the restricted shell. Make sure that the path exists and enough space is available.
If you have problems regarding the restricted shell, you may use root.

15.2.2 Restoring with the system backup manager

If a system has to be restored with a mksysb image, all data on the devices
(hdisk0) will be lost.

mksysb on tape: whole system restore with new boot sector
You can easily restore a system with an image residing on a tape. The tape used
for the restore must have a bootable image on the media. First mount the tape
into a tape drive. (We used a tape drive attached to the on board SCSI Port on
the back of the NAS node.)

Hook up with a serial port connection to the NAS Gateway 500, and power on the
node. Use the procedure described in 15.3, “Recovery using the Recovery CDs”
on page 311 to boot from tape and restore the system.

mksysb on tape: restore without creating boot image

Restoring a mksysb image means it is not mandatory to restore the boot sector.
The administrator can even restore the system by files or file systems. The
following two examples show how we did a restore of all files in a file system and
a restore of a single file from the mksysb image.
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Example 1: Restore of a complete file system

Attention: Restoring the root file system implies not restoring all other file
systems. Be sure to choose the file systems that need to be restored.

The following screen captures show how we restored a complete file system (for
example, restore of /home file system). The example shows how we did a restore
of the /home file system. Actually we did not overwrite the existing /home file
system, we restored the data in the /tmp directory.

In WebSM, we chose Backup and Restore -> Restore file system backup
(Figure 15-11).

Console Backup Cclcoiod  View Window Help e |

F=*Heo[RERBEAR

1

Navigation Area

9.1.38.198: Backup and Restore

= @ Management Environment
=[] 8.1.38.198 :
[ Overview Backup Overview and Tasks
&g Devices :
B Network :
fm Users
% Backup and Fosiors
EH File Systems
P volumes :
B Processes More Information
Systern Enviranment ||
2 Subsysterns
£ Custom Tools
T Software :
BB Metwork Installation M4 -
=2 yworkload Manager |
Perfarmance :
% Systern Manager Secu
& Printers
[8 Pc senices (Fast Conl
[ a3 :
@ MNAS Management STATLS

Figure 15-11 Restore full file system from system backup image
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We specified the /home file system (./home) to be restored. Because we did not
want to overwrite the existing data, we restored to a different location (/tmp).
See Figure 15-12 and Figure 15-13.

Restore device orfilename: |Other SCSI Tape Drive [rmt0] | - |
Directory to restore files into: |.l'tmp |
[¥l Only restare selected files |ihome |

[ Werify hlock size

Mumber of 512 byte blocks per read operation: |

MOTE: Leaving the number of blocks blank results in the system determining an appropriate default
haszed on the device type.

| Ok | | Cancel | | Help

Figure 15-12 Restore file system options

0l [}, Finished
T p Success Hide Details

) Messages ) Commands

Messages:

. ‘home

. /home /lost+found

. /home fuest

. fhome /masadnin

. Ahome/nasadwin/.profile
./honesnasadnin/. sh_history
. /home /masadnin/swit. log

. /home /masadnin/smit. script
CAhome/masadein/snit. transaction -

[»]

Find: | | Findnex |

|

Figure 15-13 Successfully restored full file system
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Example 2: Restore of single files
For this operation we chose the WebSM interface.

The mksysb can used to restore single files from a backup. This means, not the
whole system has to be restored, just particular files can be chosen.

The following example shows the restore of a single file from the system backup.
We chose WebSM to do the restore.

We backed up our system containing the file /hone/user01/userfile.txt
(Figure 15-14).

{/home>——2>1s —al userx

userdl:

total B

druxpr—xr—x 2 root system 256 Hov 17 14:25 .
APuxPr—Xr—x 2 hin hin 256 Now 17 14:27 ..
—Pu—pr——r—— 1 root system 192 Nov 17 14:25 userfile.txt
userd2:

total B

drwuxr—xr—x 2 root system 256 Hov 17 14:27 .
drwxr—xr—x 2 hin hin 256 Hov 17 14:27 ..
Cshome >—2>

Figure 15-14 Preparation for the backup and restore of a single file

After creation of the file, we backed up the entire system with WebSM -> Backup
and Recovery -> Back up the system. After successfully completed, we
deleted the file /Thome/user01/userfile.txt just for testing purposes (Figure 15-15).

{/home suserBld——>1s
{/home?——>*1s —al user=

userdl:

total B

druxer—xpr—x 2 root system 256 Mov 17 14:25 .

druxr—xp—x 2 hin hin 256 Nov 17 14:27 ..
—ru-pr——p—— 1 root system 19 Hov 17 14:25 userfile.txt
userd2:

total 8

druxer—xpr—x 2 root system 256 Mov 17 14:27 .

druxr—xp—x 2 hin hin 256 Nov 17 14:27 ..

C/home }—>rm shome/userBl /userfile.txt

{/home?——>*1s —al user=

userdl:

total 8

druxer—xpr—x 2 root system 256 Mov 17 14:39 .
druxr—xp—x 2 hin hin 256 Nov 17 14:27 ..

userd?:

total B

druxr—xpr—x 2 root system 256 Mov 17 14:27 .
APuxr—xpr—x 2 bhin hin 256 Mov 17 14:27 ..
Cshome d——>

Figure 15-15 File deleted prior to restore from system backup

In WebSM we opened the Backup and Recovery -> Restore file system
backup panel (Figure 15-16).
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Consale Backup  — o0 Miew Window  Help n"l:l"m
C=EH0 0 BERHMELE R

Mavigation Area : 9.1.38.198: Backup and Restore

Q Management Enviranment
=[] 8138188
Qverview -, n Ove o d
a’@‘ Devices
5T Metwork
i users
& Backup and Restore
7 File Systems
@ Volumes
= Processes
@ Systern Environment
ﬁ Subsysterns
5 Custorm Tools
@ Sofware
E# Metwork Installation Management
QQ Waorkload Manager
Performance
@ Systern Manager Security
L Printars
@ Microcode Updates
EE FC Services (Fast Connect)
[ 9138197
O MAS Managerent

[ Reay [ et
Figure 15-16 Restore file system backup

We specified the directory where the restore should be copied to (fhome/user02)
and the file we wish to restore (Figure 15-17).

Tip: Use the dot (.) in the path and specify the file which should be restored.

Other SCSI Tape Drive [rmtd] D
‘homefuser02
Shomeiuserdtfuserile.td

Figure 15-17 Specify copy to destination and source (object) to be restored
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A successful completion message should appear (Figure 15-18).

£} [}, Finished
o
" Success

™ Messages

) Commands

Hide Details

Messages:

Shome Auser0l Auserfile. tet

-

Find: |

| Findnea |

Close

Help

Figure 15-18 Restore of single file completed

Finally, verify that the file has been restored (Figure 15-19).

{+»——>»1s —alR shomesuserdl
total B

druxpr—xpr—x 2 voot system
druxr—xpr—x ? hin bin
(s>—=>1g —alR shome userd2
total B

druxr—xr—x 3 root system
druxr—xr—x 2 bin hin
druxr—xr—x 3 root system
shome /userB2/home =

total 8

druxr—xr—x 3 root system
druxpr—xr—x 3 root system
druxr—xr—x 2 root system

shome /userB2home Auserdl =
total 8

druxpr—xr—x 2 root system
druxr—xr—x 3 root system
—PU—P——P—— 1 root system
CAy——2

256
256

Mov 17
Now 17

256
256
256

Mov 17
Mov 17
Nov 17
256

256

Nov 17
Mov 17

256 Nov 17
256 Nov 17
19 Mov 17

14:42
14:25

ﬁéerfile.txt

Figure 15-19 Verification of completed single file restore

View contents of a full system backup
This section shows an example of viewing the contents of a backup. The

administrator can check which files reside on the backup device. The following
example shows this by means of WebSM.
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Choose View contents of full system backup in WebSM (Figure 15-20).

Consale Backup —cccied Miew Window  Help n"En"E
E=2E00 | REHBE R R |

| 9.1.38.198: Backup and Restore

Mavigation Area

= ) Management Environment
= [] 8138188 ]
Dveniew ; Backup Overview and Tasks
Bg Devices :
54 Metwork
Gﬁﬁ Users
%) Backup and Restare
=1 File Systems
@ Yolumes !
= Processes | Mare Information
@ Systern Enviranment :
Q Subsystens
& Custom Tools
@ Software !
B Metwork Installation Management | :
QQWnrklnad Manager :
Performance
E Systern Manager Security
& Frinters
@ Microcode Updates
BE PC Bervices (Fast Connect)
[ 9138197
Q MAS Management

|15 Ready I . | oot -9
Figure 15-20 WebSM view contents of full system backup

Select the appropriate options in the screen shown in Figure 15-21.

Archive device or file narne: |Other SCSI Tape Drive [rrt] | - |

Mumber of 512 byte blocks per read operation: | |

MOTE: Leaving the number of blocks blank results in the system determining an appropriate default
hased on the device type.

| [ | | Cancel | | Help

Figure 15-21 View contents of system full backup specify options
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Browse the results of this task (Figure 15-22).

o Finished
T guccess Hide Details

™ Messages ) Commands

Messages:

2l . junix
1316 . /websm,.script
16138 . /lebiM.pret
0 ./¥ols
1 ./ _exports.37Z334d
0 . guest
0 ./save_bosinst.data_file
84 . /wsmoustomtools.data
0 ./proc
The total size is 1342765004 bytes.

Find: | | Finanea |

[ »

ERE

1B [ ¥]

o |

Figure 15-22 result of view contents of full system backup

15.3 Recovery using the Recovery CDs

If you find that your NAS Gateway 500 develops operating problems that cannot
be repaired using the CLI or WebSM, you can restore the system to the factory
default configuration. It was delivered with a set of bootable Recovery CDs. By
booting the NAS Gateway 500 with those CDs, the internal disks will be
completely erased and the factory preload will be put on the disk. Keep in mind
that you have to reconfigure or restore from other tools or applications to get your
system into the production state.

Important: After reloading the NAS Gateway 500, you have to connect to it
with a browser and accept the licensing terms. If you don’t do this, you will not
be able to connect to the NAS Gateway 500 using any configuration tool.

To start the recovery procedure of the NAS Gateway 500, it is necessary to direct
the NAS Gateway 500 to boot from the Recovery CDs.

The procedure varies depending on the powered state of the NAS Gateway 500.
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15.3.1 The system is powered off

Power on the NAS Gateway 500 and insert the Recovery CD #1 into the
CD-ROM device. Connect through the serial port using an ASCII terminal and
observe the startup sequence of the SAN Gateway 500 (Figure 15-23).

Service Processor Firmuare ;I
Uersion: 3RA308826
Copyright 2881, IBM Corporation
1ACEF4n

MAIN MENU

. Service Processor Setup Menu
. System Power Control Menu

. System Information Menu

. Language Selection Menu

. Call-InsCall-0Out Setup Menu
. Set System Name

. Exit from Menus

OO L DN

w0

a>
1| | »

Connected 0:00:03 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-23 NAS Gateway 500 Startup sequence

As the system goes through the startup sequence, it shows the POST codes
(Figure 15-24).

-
1| | »

Connected 0:00:40 |Aut0 detect |9600 8-M-1 SCROLL |CAPS |NUM |Capture Frint echo v

Figure 15-24 POST codes
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After the POST sequence is completed, the system starts detecting hardware
devices. The last devices shown before the Options list are Fibre Channel
adapters, as shown in Figure 15-25.

! P2 !
! i3 !
P ;
i a i
4 FCode LP?882 PCI_Bus (1lpfc> Uersion 1.33al L
I FCode LP?882 PCI_Bus (1lpfc> Uersion 1.33al I
I FCode LP?882 PCI_Bus (1lpfc> Uersion 1.33al I
FEH FCode LP?882 PCI_Bus (1lpfc> Uersion 1.33al I

= -
1| | »

Connected 0:02:15 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture |Print echo v

Figure 15-25 Hardware detection - Fibre Channel adapters

After the keyboard indicator is displayed on the console (you will hear the first
beep) and before the last indicator (speaker) displays, press the numeric 5 key
on the ASCII terminal to indicate that a default boot list should be temporarily
modified (Figure 15-26).

0|2| 53] s =
B
1 = SMS Menu 5 = Default Boot List
6 = Stored Boot List 8 = Open Firmware Prompt
memory keyhoard network scsi
-
| | »
Connected 0:02:51 |Aut0 detect |9600 8-M-1 SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-26 Options list

The system will start the recovery procedure (Figure 15-27).
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STARTING SOFTUARE
PLEASE WAIT...

check /pciE400080000110./pcil2. 4/scsilfl/2dE?.8

N KL

Connected 4:08:21 |VTIDDJ |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo

Figure 15-27 Starting software from CD

You can double-check if it is booting from the CD-ROM by looking at the line in
the terminal starting with the booting device (Figure 15-28).

Dl 53]

check /pciE400080000110./pcil2. 4/scsilfl/2dE?.8

Elapsed time since release of system processors: 2 mins 28 secs

Welcome to AIX.
hoot image timestamp: 28:19 18-25
The current time and date: 19:24:28 111128083
her of

»o 2 size of memoru:
bhoot device: /pciP4ARABARARL10./ide@3,1/diskEA:\ppcichrprbootfile.exe )
[cIosing stdin and stdout...

= -
1| | »

Connected 0:04:02 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-28 Booting from CD-ROM

Note: If the system does not boot from the CD-ROM but boots from the hard
drive instead, there is a problem with the media or the CD-ROM drive. Check if
the media is correctly inserted and undamaged. Reinsert the media or replace
the media and start again.
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Select the terminal by pressing 1 and Enter (Figure 15-29).

s Please define the System Console. s

Type a 1 and press Enter to use this terminal as the
system console.

Pour definir ce terminal comme console systeme. appuyez
sur 1 puis sur Entree.

Taste 1 und anschliessend die Eingabhetaste druecken. um
diese Datenstation als Systemkonsole zu verwenden.

Premere il tasto 1 ed Invio per usare guesto terminal
come console.

Escriba 1 vy pulse Intro para utilizar esta terminal como
consola del sistema.

Escriviu 1 1 i premeu Intro per utilitzar agquest
terminal com a consola del sistema.

Digite um 1 e pressione Enter para utilizar este terminal
como console do sistema.

-
1| | »

Connected 0:06:48 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-29 Terminal selection

The system starts to load the code from the Recovery CD (Figure 15-30).

HARDUARE SY¥STEM MICROCODE

Licensed Internal Code — Property of IBM
{C>» Copyright IBM Corp. 1998. 1994.

All rights reserved.

US Government Users Restricted Rights —

Use, duplication or disclosure restricted
by GSA ADP Schedule Contract with IBM Corp.

i
-
1| | »

Connected 0:07:05 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-30 Loading installation code from the CD

The recovery procedure starts and prompts you to select the language. Press 1
and Enter to continue (Figure 15-31).
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D= 53|

=l
>>> 1 Type 1 and press Enter to have Englizh during install.
88 Help ?
»>> Choice [11: _
-
1| | »
Connected 2:06:42 |VTIDDJ |96008-N-1 |SCROLL |CAPS |NL|M |Capture |Printech0 v

Figure 15-31 Language selection

On the Installation and Maintenance panel, press 1 to select the installation with
default settings and confirm it by pressing the Enter key (Figure 15-32).

D= 53|

Welcome to Base Operating System
Installation and Maintenance

Type the number of your choice and press Enter. Choice is indicated by >>>.
>>> 1 Start Install How with Default Settings
2 ChangeShow Installation Settings and Install

3 Start Maintenance Mode for System Recovery

88 Help ?
29 Previous Menu

>>> Choice [11:
1| | »

Connected 2:06:58 |VTIDDJ |96008-N-1 |SCROLL |CAPS |NL|M |Capture |Printech0 v

Figure 15-32 Installation and Maintenance panel

The selected option will be shown on the summary panel. To start the recovery
procedure, confirm the choices by pressing 1 and Enter (Figure 15-33).
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Important: Proceeding beyond this point will erase all data on the internal
hard disk of the NAS Gateway 500.

D= 53|

System Backup Installation Summary

Disks: hdisk®

Use Physical Location Maps: HNo
Shrink File Systems: HNo

Import User Uolume Groups: Yes
Recover Devices: Mo

> 1 Continue with Install

88 Help ? i WARNING: Base Operating System Installation will
292 Previous Menu | destroy or impair recovery of ALL data on the
i destination disk hdisk@.

>>»> Choice [11: _
1| | »

Connected 2:07:11 |VTIDDJ |96008-N-1 |SCROLL |CAPS |NL|M |Capture |Printech0 v

Figure 15-33 System Backup Installation Summary

The system loads the image. The progress of the recovery procedure is shown in
percentage and elapsed time in minutes (Figure 15-34).

=l
Installing Base Operating System
Please wait...
Approximate Elapsed time
% tasks complete {in minutes>
a a
-
| | »
Connected 2:07:30 |VTIDDJ |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture |Print echo v

Figure 15-34 Progress indicator
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When Recovery CD #1 is complete, it prompts you to insert Recovery CD #2.
Continue by pressing the Enter key (Figure 15-35).

15

9 64 of mksysb data restored. ;I

Please remove volume 1, insert volume 2. and press the ENTER key.

- -
1| | »

Connected 2:25:23 |VTIDDJ |96008-N-1 |SCROLL |CAPS |NL|M |Capture |Printech0 v

Figure 15-35 Prompt for Recovery CD #2

After the install is complete, the system reboots automatically.

15.3.2 The system is powered on
Insert the Recovery CD-ROM and run the following commands:
boot 1ist -m normal cd0 hdisk0

shutdown -Fr

The NAS Gateway 500 shuts down and boots from the media in the CD-ROM
drive (Figure 15-36).
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Dl 53]

check /pciE400080000110./pcil2. 4/scsilfl/2dE?.8

Elapsed time since release of system processors: 2 mins 28 secs

Welcome to AIX.
hoot image timestamp: 28:19 18-25
The current time and date: 19:24:28 111128083
number of processors: 2 gsize of memory: 4896Mb
hoot device: /pciBE4880000BA110./idel3 .1 diskBA: \ppcrchrprbootfile.exe
closing stdin and stdout...

= -
1| | »

Connected 0:04:02 |Aut0 detect |9600 8-M-1 |SCROLL |CAPS |NL|M |Capture Frint echo v

Figure 15-36 Booting from CD-ROM

The rest of the procedure is done exactly as if the machine were in the
powered-off state. For detailed steps, please refer to “The system is powered off”
on page 312.

15.4 Network Install Manager (NIM)

In this section we discuss the Network Install Manager features that you can use
with the NAS Gateway 500.

15.4.1 NIM basics

NIM is a very flexible way to back up and restore system data and to maintain
software levels. NIM permits the installation and maintenance of AlX, its basic
operating system, and additional software and fixes that may be applied over a
period of time over a network. As a result, NIM has eliminated the reliance on
tapes and CD-ROMs for backups by exploiting a server and the network for
doing backups. NIM will allow one machine to act as a master in the
environment. This machine will be responsible for storing information about the
clients it supports, the resources it or other servers provide to these clients, and
the networks on which they operate.

As described before, using the NIM feature assumes a NIM master (server) to be
installed. The NIM master server stores data, and NIM clients access this server
to read or write their data. A NIM server can be primary or secondary
(redundancy). NIM image data of NIM Clients can be copied to the NIM Server or
shared via NFS.
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The principal workflow of a NIM based backup starts with a a system backup by
using mksysb to create the system backup image files to keep on the disk
spaces. The disk space in here may be a local file system on an AIX machine,
then you FTP the backup image files to the NIM server. Otherwise, you create a
network file system on a NIM server, then export the NFS to another AIX
machine for use as the file system to keep the system backup images. To restore
the bare machine, do a network boot to the NIM server, then restore the NAS
system software from the system backup images, which were kept on the hard
disk of the NIM server

15.4.2 NIM installation and configuration

First do the basic setup of the NIM Server (AIX machine) including the code for
the NIM master (bos.sysmgt.nim.master file set) and file sets for the client.

Configure the master and define resources (fastpath: smitty nim_config_env).

To define the NAS Gateway 500 as NIM clients, you can even configure the NIM
client on the master (fastpath: smitty nim_mkmac). Next, you install
bos.sysmgt.nim.client and then run the smitty niminit fastpath on the NAS
Gateway 500.

Install clients using the smitty nim_bosinst fastpath on the master machine.

If the clients are not running, set Initiate reboot and installation now? to NO and
press Enter. Then, go to the clients and boot into a firmware menu. If the client is
running, set Initiate reboot and installation now? to YES and press Enter. It will
be rebooted; the install menus will be shown, and you can then proceed with the
install.

More information can be obtained from the Network Installation Management
Guide and Reference.

15.5 SysBack for Bare Machine Recovery

This section offers a brief introduction into the IBM Tivoli Storage Manager for
System Backup and Recovery, also known as SysBack. For more in-depth
coverage, please refer to the following sources: IBM Tivoli Storage Manager:
Bare Machine Recovery for AIX with SYSBACK, REDP-3705, and to Chapter 20
“Bare Machine Recovery” from the IBM Tivoli Storage Manager Implementation
Guide, SG24-5416.
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15.5.1 SysBack introduction

IBM Tivoli Storage Manager for System Backup and Recovery will be referred to
as SysBack within this book.

SysBack provides facilities to perform Bare Machine Recovery from tape. The
purpose of this part is to show how SysBack may help to protect systems
integrated with IBM Tivoli Storage Manager to protect from catastrophic server
failures

IBM Tivoli Storage Manager for System Backup and Recovery provides system
administrators and other system users with a simple, efficient way to back up and
recover data from a command line or a SMIT menu-driven interface. SysBack
lets you recover all or part of the system. SysBack is also flexible; you can install
one system installation image to another system with either identical or different
hardware configurations called “cloning”.

IBM Tivoli Storage Manager for System Backup and Recovery (SysBack) is an
optional tool which can be used to back up the system. The tool can be utilized
via SMIT or command line and allows you to back up various levels:

Full backup (installable system image)
Volume groups

Logical volumes

File systems

Directory / file level

vyvyVvyyvyy

Furthermore, the tool is able to integrate into IBM Tivoli Storage Manager or NIM
Resource Network Boot.

The IBM Tivoli Storage Manager for System Backup and Recovery (SysBack)
version 5.6 and later allows for the storage of backup objects into an IBM Tivoli
Storage Manager server. Backups to a IBM Tivoli Storage Manager Server may
be manipulated like any other SysBack backup. They may be listed, verified,
restored, and used for system reinstallation.

Combining the SysBack backup, restore, and network boot and install functions
with a IBM Tivoli Storage Manager Server provides Bare Machine Recovery
(BMR) capability for IBM Tivoli Storage Manager configurations. SysBack will
back up and recover a system’s volume group, logical volume, and file system
information. Optionally, SysBack will back up any non-rootvg data specified.
Clients may use SysBack simply to recover the rootvg volume group, and then
use IBM Tivoli Storage Manager to restore and manage other user data.
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The backup images of root volume group (rootvg) from any AIX machine by
using SysBack are stored on the IBM Tivoli Storage Manager Server. You can
query the backup images by using the smitty sysback command. You can query
the content inside each backup image from Sysback on the client side.

SysBack provides several methods to do Bare Machine Recovery. SysBack may
utilize the Tivoli Storage Manager API unlike NIM.

If SysBack will be integrated with Tivoli Storage Manager Server, you need to
install 32-bit IBM Tivoli Storage Manager APl along with SysBack software on the
AlX client, and on the AIX network boot server. The 32-bit IBM Tivoli Storage
Manager API will generate virtual devices for SysBack to use as devices to send
backup images to IBM Tivoli Storage Manager Server. These backup images will
be sent to the storage pool of the IBM Tivoli Storage Manager Server. The
SysBack software provides a variety of backup/restore methods.

SysBack, integrating with IBM Tivoli Storage Manager Server, provides a good
consolidated backup/restore methodology especially when you have already
used the IBM Tivoli Storage Manager Server to do our application data backups
in this environment. In this case, the IBM Tivoli Storage Manager Server will
manage the version control and Storage Pool of backup images. The benefit of
the integrated SysBack solution is, the NAS Administrator does not have to
manage the tapes, where the backups had been taken.

15.5.2 Backup with SysBack

The following diagram (Figure 15-37) shows a sample configuration where the
Network Boot Server and the IBM Tivoli Storage Manager Server resides on the
same machine. They may reside on different systems.

Boot Images are sent from the client (for example, NAS Gateway 500) to the
Network Boot Server. System images are send to the IBM Tivoli Storage
Manager Server where the reside on a IBM Tivoli Storage Manager Storage Pool
(for example, tape or disk). The IBM Tivoli Storage Manager Server keeps track
of the objects (images) in its database (IBM Tivoli Storage Manager Database).
The Bare Machine Backup (BMR) process from a single server (IBM Tivoli
Storage Manager Server and network boot server on one system) is explained
SysBack in the next Image (see Figure 15-37).
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Client Server

SysBack Eendsbootimage - [N D

Boot boot kernel
Server for client
IBM Tivoli
Storage 41\ . 5

Tivoli

Storage

SysBack and
IBM Tivoli Storage Manager

Manager API Server
@ client
image

IBM Tivoli Storage Manager Server
Network Boot Server

IBM Tivoli Storage Manager API
SysBack

Figure 15-37 BMR backup to a single Server

15.5.3 Restore with SysBack

For a complete restore of the system (Bare Machine Recovery), including boot
information, the client system does a bootp request to the network boot server.
The Network boot server responds and sends the AlX boot kernel, the sysback
program and a IBM Tivoli Storage Manager API package. These programs are
kept in the memory of the client system.

After the system administrator completes the setup and configures the
parameters on the SysBack menu (with network boot) we start the installation
process. SysBack sends a request to the virtual device (32-bit IBM Tivoli Storage
Manager API) and a request for restoration to the IBM Tivoli Storage Manager
Server. The IBM Tivoli Storage Manager Server responds to the request from the
SysBack client and then sends the restore image to be installed on the bare
machine until successful. SysBack will then reboot the machine automatically
twice.
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The process of a Bare Machine Recovery with SysBack to a single server (IBM
Tivoli Storage Manager Server and network boot server on one system) is
described in Figure 15-38.

Client

Bare System

AlX kernel
SysBack

IBM Tivoli
Storage
Manager API

'bootp' reaquest

sends data

A

requests restore

Server
Network B
Boot boot kernel
Server for client
indexes
|BM references
Tivoli
Storage
Manager
Server .
. client
image

Figure 15-38 Restoring a bare system with SysBack

For more information about the product, please take a look at:

http://www-3.ibm.com/software/tivoli/products/storage-mgr-sysback/
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16

File, file system, and volume
group backup and restore

This chapter provides details on how to handle backup and restore tasks for files,
file systems, and volumes on the NAS Gateway 500.
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16.1 Basics for file and file system backup

Unlike bootable backups, this section describes techniques to back up and
restore data on file, file system and volume base. The main focus of backing up
and restoring this data is the data and file structure itself. An AIX user space
consists usually of logical volumes, file systems, directories, and files.

What to restore depends on what data should be restored from a backup due to
being missing, corrupted, or for duplication reasons. This can be caused by a
corrupted file system, lost volumes, or simply deleted files.

Before restoring single files and directory structures, the administrator should
check if the logical volumes (including volume groups) and file systems exist and
are OK. If the volume group structure or file system structure is missing or
corrupted, the administrator first has to rebuild the structure (volume groups /
logical volumes / file systems).

Most backup tools and applications are not aware of the underlying volume
structure, but commands like savevg and restvg will help to get back on track.

Numerous possibilities exist to back up and restore data by files. In this section of
the redbook we show just a few of them.

File, file system, and volume group backup:

» Operating system based backup tools and commands

— mknasb / restnasb (files)

— backup / restore commands (full and incremental)
— backsnap (snapshot + backup)

— restvg/savevg (volume groups)

— dd, cpio, tar (files / objects)

» Backup applications (for example, IBM Tivoli Storage Manager Client backup
and restore):

— LAN based
— LAN free

The next section provides information about some operating system based

backup commands and tools.

16.1.1 The mknasb and restnasb commands

The NAS Gateway 500 provides two new commands to back up and restore data
of the Systems. Thiese two commands cover a defined set of files (configuration
files) which are being backed up or restored.
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The basic application area of mknasb and restnasb is to back up operating

system user, operating system group, security, mapped user and groups, and file

system configuration.

Note: For CIFS mapping, remember that Win and UNIX users have to be
mapped, if you use the NAS Gateway 500 in a mixed environment.

mknasb and restnasb basics
Command syntax of mknasb and restnasb:

mknasb -d device

restnasb -d device

The default device is tape drive /dev/rmt0.

The mknasb command backs up several configuration settings contained in the

following files, as shown in Example 16-1.

Example 16-1 The mknasb configuration files backup list

/.rhosts

/etc/.nas
/etc/cifs/cifsConfig
/etc/cifs/cifsPasswd
/etc/dhcped.ini
/etc/exports
/etc/filesystems
/etc/ftpaccess.ctl
/etc/ftpusers
/etc/group
/etc/hosts
/etc/hosts.equiv
/etc/inetd.conf
/etc/inittab
/etc/netsvc.conf
/etc/ntp.conf
/etc/passwd
/etc/rc.net
/etc/rc.tcpip
/etc/resolv.conf
/etc/security/acl
/etc/security/audit
/etc/security/environ
/etc/security/group
/etc/security/limits
/etc/security/login.cfg
/etc/security/passwd
/etc/security/priv
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/etc/security/roles

/etc/security/user
/etc/security/user.roles

/etc/sendmail.cf

/etc/services

/etc/snmpd.boots

/etc/snmpd.conf

/etc/snmpd.peers

/etc/snmpdv3.conf

/etc/snmpmibd.conf

/etc/syslog.conf

/opt/nas/1ib/data
/usr/HTTPServer/conf/admin.conf
/usr/HTTPServer/conf/httpd.conf
/usr/Tivoli/TSRM/Tog/Tocalhost/agent *.log
/usr/es/shin/cluster/etc/exports
/usr/tivoli/itsanm/agent/Tog
/usr/tivoli/tsm/StorageAgent/bin/dsmsta.err
/usr/tivoli/tsm/client/ba/bin/dsmerror.log

Actually, the mknasb command stores the files (utilizing the pax command) to the
device specified, or uses the default value /dev/rmt0.

Attention: The mknasb and restnasb commands do not cover all configuration
settings. Some configurations and settings are not saved with the two
commands; for example, the cluster configuration, ODM and IP settings, etc.

Backup with mknasb
This section shows how to use the mknasb command with WebSM and SMIT.
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WebSM interface

The mknasb command can be executed via WebSM. Start the WebSM
application, proceed to NAS Management, choose the system the mknasb

command should be executed from (in our example, the IP address). Then click
System Environment -> Backup and Restore -> Backup Configuration Files

(Figure 16-1).

Console Backup Celecied  View Window Help

o [

= Ee D

: System Environment: Backup and Restore

Navigation Area

@ wanagement Erviranment
=] @ MNAS Management
= [ MAS System
0 Administratars
m} Client Access
% Directory Services
=1 File Serving
@ “olumes
9 snapshots |
B Cluster Management Mare Information
5% Feature Management ;
= [ 9138108
aF Devices
3 Nebwork
= £F Applications
Cverview
&3 shMP
% Tivoli Backup Restare
By TSANM
& TSRM
= [ =vster Ermiranment
Overview and Tasks

onfiguration Files

[ Settings
& Backup and Restare
B System Inforrnation
[ iz :
5" IReady I oot - 9

Backup Overview and Tasks

Figure 16-1 WebSM entry for backup of configuration files

Choose a device (for example, /dev/fd0 or /dev/rmt0) at which the files should be

stored (Figure 16-2).

é Attention: The backup process results in the loss of all data on the backup media.

Backup device or file name: |Other SCSI Tape Drive [rmt0)]

| @ | | Cancel | |

Help

Figure 16-2 WebSM mknasb option screen

Chapter 16. File, file system, and volume group backup and restore

329



330

An operational message appears (Figure 16-3).

[ | [ Finished
D .
p Success Show Details
b |

Figure 16-3 Mknasb successfully finished

SMIT interface

To utilize mknasb via the SMIT interface, proceed as follows with the NAS
Administrator user (we used nasadmin). You can use the SMIT fastpath smit
backup. Select Backup Configuration Files and specify the device or file where

to back up (see Figure 16-4 and Figure 16-5).

Backup and Recovery
Move cursor to desired item and press Enter.
Backup and Recovery with Tivoli Storage Manager (TSMD>

Backup System to Tape ~ File
List Files in System Backup

Backup Configuration Files
Restore Configuration Files

Ezc+1=Help Ezc+2=Refrezh Ezc+3=Cancel
Esc+9=5hell Esc+B=Exit Enter=Do

Ezc+@=Image

Figure 16-4 Mknasb entry in SMIT menu
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Backup Configuration Files

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
ElBackup DEUVICE or FILE [m] +/
Ezc+l=Help Esc+2=Refresh Ezc+3=Cancel Esc+4=List
Ezc+5=Reszet Eszc +6 =Command Ezc+7=Edit Ezc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 16-5 Select an appropriate device

Verification of a mknasb backup
If you want to verify the correctness of mknasb logon as root to the NAS, and
execute on command line (Figure 16-6), use this command:

pax -f /dev/rmt0

./MENASB-etc/snmpdu3 . conf

./MEKNASB-etc/snmpmihd.conf

. MENASB-etc/syslog.conf

./HENASB-opt /nas-lih/data

./MENASB-opt /nas-lih/datasHASodmobjs

-/MEMASE-usr~ HITPServerconf /admin.conf

- #HENASB usr HTTPServersconf httpd.conf
-/MENASB-usr/TivolisTSRM/log/localhost/agent _ABBEAAL . log
.MENASB- usr/es-shin/clustersetc/exports

.#HENASB usrstivolirsitsanmsagent-log

- /MENASB-/usr/tivolisitsanms/agent/log/guidIinstallStderr. txt
-MENASB- usr tivolisitsanmsagent/log-/guidinstallStdout.txt
./HENASB usrstivolirsitzanmsagent-log-sinstall
./MENASBAusr-tivolisitsanm/agent-log/install/linkdreErr . txt
-/MENASB- usr/tivolisitsanmsagent-log/install/linkdreout.txt
./HENASB usrstivolisitzanmsagent-log-sinstallszsetJrelinkPermeryr.out
./MENASBAusr-/tivolisitsanm/agent/log/install/setJreLlinkPermout . txt
/MEMASB- usr/tivolisitsanmsagent-log/install~-setxFiles.err
./HENASB usr-tivolisitzanmsagent-logsinstall setxFiles _out
./MENASBAusr-/tivolisitsanmsagent/log/installguid.txt
./MENASB- usr/tivolisitsanmsagent-log/msglTSANM. log

. MENASB- uspr tivolisitsanmsagent-log~-setacc.err
./HENASBAusr-tivolisitzanmsagent/log-ssetacc.out
/MEKENASB-/usr/tivolisitsanm/agent/log/trace | TSANM. log
==

Figure 16-6 Verify the backup

Restore with restnasb
This section shows how to use the restnasb command with WebSM and SMIT.

Restore of configuration files with the WebSM interface
Figure 16-7 shows how we restored files with the WebSM interface.
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Console Backup Ccccied View Window Help -l T |
E=E@® D

Navigation Area
[ iz
= @ NAZ Management
= [ MAS System
E{x} Administrators
fi clientaccess
&} Directory Services
=J File Sening
9 volurres
[ snapshots

: System Environment: Backup and Restore

Backup Overview and Tasks

&+ Cluster Management More Information
£} Feature Management ;
=] E 9.1.38.190 Bac onfiguration Files

E? Devices
5% Metwark
= 5% Applications
Overdew
B2 SNmP
B Tivali Backup Restare |
By TEANM
& TSRM
= [H svstem Enviranment
Owverview and Tasks |2
7] Settings
T Backup and Restore |/
System Information

: mD
|5 Jreawy ] foot - —
Figure 16-7 WebSM panel for Restore configuration

Insert the device where the files reside and proceed (Figure 16-8).

Restore device or filename: |OtherSCSITape Drive [rmt0] | - |

| @ | | Cancel | | Help

Figure 16-8 Option of the restore configuration operation

Finally, a successful completion message should appear (Figure 16-9).

0] [ ], Finished
= |
¥ guccess Show Details

I Close | | Stop | | Help |

Figure 16-9 Result screen of restoring configuration files
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Restore of configuration files with the SMIT interface

To utilize restnash via the SMIT interface, proceed as follows with the NAS
administrator user (nasadmin). You can use the SMIT fastpath smit backup,
then choose Restore Configuration Files (see Figure 16-10 and Figure 16-11).

Backup and Recovery
Move cursor to desired item and press Enter.
Backup and Recowvery with Tivoli Storage Manager (TSM>

Backup System to Tape ~ File
List Files in System Backup

Backup Configuration Files

Restore Configuration Files

Esc+1=Help Esc+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 16-10 Restore with restnasb

Figure 16-11 shows how to choose the device to which you would like to restore
the data.

Restore Configuration Files

Type or select values in entry fields.
Prezs Enter AFTER making all desired changes.

[Entry Fields]
ElRestore DEUICE or FILE [m] +
Ezc+1=Help Ezsc+2=Refresh Ezc+3=Cancel Esc+4=List
Ezc+5=Reszet E=zc +6=Command Ezc+7=Edit Ezc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 16-11 Choose device
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16.1.2 The backup and restore commands (full and incremental)

Another backup and restore practice is provided by the backup and restore
commands. These commands can be executed via command line, SMIT
interface, or the WebSM, and enables the NAS administrator to back up and
restore files and directories, including subdirectories. The functionality does not
cover the underlying structure like volume groups and logical volumes. Use the
commands to restore to an existing structure or use restvg to restore the
structure if needed.

Remember: You can restore si331ngle files from a mksysb backup as well.

Basics of the file system backup and restore

The backup command allows you to back up files and directories on your NAS
Gateway 500. No boot image will be created, because this function is intended to
create backups on a file based archive.

Actually, the backup commands work on a leveled base and you are able to
specify level 0 to 9. Level 0 means full backup, and levels 1 to 9 are incremental
backups (9 is default). Each level (x) depends on its upper level (x-1). Backing up
with level n will save all data changed, since the most recent backup n-1 (or
lower).

Suppose backup level 3 has been done. After that you are doing level 4 backup.
During this backup, all files changed since the last level 3 backup will be saved.

The command can be executed with WebSM, smitty, or a regular command line
interface.

File system backups
Command Syntax:

backup [ [ -Level ][ -b Number ][ -c ][ -f Device ][ -L Length ][ -u]]
[FileSystem ]

-Level — Specifies the level of backup (default is -9)

-b — Number of 512 blocks

-c — For cartridge instead of a nine track

-f — Device specifies the output device (for example, /dev/rmt0)
-L — Length in bytes of the tape (Overwrites -c and -d)

-u — Updates /etc/dumpdates (information about the backup)
FileSystem — Specifies the file system that should be backed up

See the manual pages for more detail on the backup command. Go to a NAS
Gateway 500 command line and type: man backup.
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The following example describes a file system backup (/) done with the WebSM
(see Figure 16-12).

Console Backup “Solooiod Miew Window Help L E
= =] H
T RIEE R

;| 9.1.38.198: Backup and Restore

Navigation Area

= & Management Enviranment
2 [] a1.38198 |

& Oveniew ; Backup Overview and Tasks
a5 Devices ]
55 Metwark
Gfﬁ Users

% Backunand o
1l File Systems
@ Yolumes
= Processes
[ svstem Enviranment
E Subsystems

57 Custom Tools
@ Software |
B Network Installation Managament |
RQWork\oad manager E
% Performance
T System Manager Security
£ Printers

@ Microcode Updates
[I8 PC emices (Fast Connect)

[ 0130142
§ MAS Management

[ freany | . | oot -9
Figure 16-12 Starting the WebSM for file backups restore incremental
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Figure 16-13 shows the settings for a backup to tape (/dev/rmt0) with level 9.

i Attention: The hackup process results in the loss of all data on the backup media.

Backup device ar file name: Other SCSI Tape Drive [rmtD]| | - |

Incremental level: ] —

Specify the length of the tape in bytes: | |

Mumber of 512 byte blocks per read operation: | |

MOTE: Leaving the numhber of blocks blank results in the system determining an appropriate default
based on the device type.

| QK | | Cancel | | Help

Figure 16-13 Specify backup options

If the process went successfully, you will get output like the one in Figure 16-14.

o Finished
: b Success Hide Details

® Messages ) Commands

backup: The date of this lewvel 9 backup is Fri Now 14 12:05:12 C3T 2003.
backup: The date of the last lewvel 0 backup is the epoch.

backup: Backing up /dev/rhdd (/) to /dev/rmt0.

backup: 0511-251 The file system is still mounted; data may not be consistent.
Use the umount command to unmwount the filesystem; then do the backup.
backup: Mapping regular files. This is Pass 1.

backup: Mapping directories. This is Pass 2.

backup: There are an estimated 31057 1k blocks.

backup: Backing up directories. This is Pass 3.

backup: Backing up regular files. This is Pass 4.

backup: There are 30755 1k blocks on 1 wvolumes.

backup: There is a lewel 9 backup on Fri Now 14 12:05:12 C3T 2003.

backup: The tape is rewinding.

backup: The backup is complete.D

Find: | Findnen |

Figure 16-14 Successfully backed up files
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Attention: Keep in mind that the WebSM only backs up the root (/) file system
with the incremental backup system option. (In the version we used during the
redbook tests, we used the command line and SMIT interface to back up other
file systems.)

File system restore with the restore command

The restore command is used to copy data by file system from the backup
archive back to the system. The restore command can be used to restore all
data or parts of the data (like files or directories) from the backup.

Command syntax:

restore -r [Bqvy ] [ -b Number ] [ -f Device ]

-r — Restores file by archive (complete Level O restore or restore incremental
after Level O restore)

B — Archive should be read from standard input

q — No prompt to mount volume

v — Verbose shows additional information

y — Continue after tape errors

-b — Number of 512 byte blocks (if left blank, system will determine)

-f Device — Specifies the restore Device (for example, /dev/rmt0)

For example: restore -rvqf /dev/rmt0

Restores whole file system from backup, will not prompt for a tape mount
(expects a mounted tape), backup device is /dev/rmt0 and shows additional
information during the restore.

restore -x [ dMv ge] [ -b Number ] [ -f Device ] [-X VolumeNumber ]
[ File ... ]

-x — Specifies files restored by name (single files)

-d — If file parameter is a directory, all files in that directory will be restored
-M — Sets access and modification time of restored files to the current
restoration time

-v — Verbose shows additional information

-q — No prompt to mount volume

-e — restore non sparse files

-b — Number of 512 byte blocks (if left blank, system will determine

-f — Device specifies the restore device (for example, /dev/rmt0)

-X VolumeNumber — Specifies the volume

File — Specifies the file name to be restored
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See the manual pages for more details on the restore command. Go to a NAS
Gateway 500 command line and type: man restore.

This functionality can be accessed through the WebSM interface, SMIT interface,
or command line interface.

File system restore using WebSM

In WebSM, choose Backup and Restore -> Restore incremental backup files
(Figure 16-15).

Console Backup o0 Wiew Window  Help e
Cc=Heo | BEREHERR
Navigation Area : 9.1.38.197: Backup and Restore
= @ Management Environment
B[] 9138197
[E] owerview Ba n Oye o and =

85 Devices
G Metwork
fﬁﬁ Users
% Backup and Restore
Y File Bysterns
[ volurmes
= Processes
L aystern Enviranment
Q Subsystemns
5 custom Tools
@ Software
B Metwork Installation Management
< workload Manager
Performance
) System Manager Security
& Printers
5 Microcode Updates
BE PC Services (Fast Connect)
[] 9138188
) NAS Management

|5 Ready | T s
Figure 16-15 Restoring a complete file system with WebSM

The next panel shows that we chose the root (/) file system to be restored
(Figure 16-16).

338  The IBM TotalStorage NAS Gateway 500 Integration Guide



Restore devi

ce; |OtherSCSITape Drrive [rmt0] | v|

Directory to restore files into: |I |

Directory or files to restore: | |

Mumber of 512 byte blocks per read operation: | |

MOTE: Leaving the number of blocks blank results in the systermn determining an appropriate default
based on the device type.

| QK | | Cancel | | Help

Figure 16-16 Restoring the root file system with WebSM

The operation finished successfully (Figure 16-17).

® Messages

Finished

Success Hide Details

2 Cammands

Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Extracting
Festore is

Getting directory mode, owmer, and times.
Werifying archive and initializing maps.

file ./etc/securitysolimits.

special file . /dev/urandom.

file ./etc/sys/52h/.ibmnas/masclean. log.

file ./lpp/devices.tty/devices. tty.rte. cfgrule. tty. odnadd.
file ./lpp/devices.tty/devices. tty.rte. cfgrule. tty. odndel.
file ./etc/security/ouser.roles

file .Jerc/inittab.

file .Jetc/resolv.cont

file ./etc/cifs/cifafhare.

file ./etc/xtab.

file ./etc/mmtab.

file ./etc/cifs/cifsConfig.bkupll.

file ./lpp/perfagent. tools/deinstl/perfagent.tools.al.
file ./lpp/perfagent. tools/deinstl/perfagent.tools. inventory.
file ./etc/.nas/.pNASVols. FLISCIFSVOLOL.

file ./etc/.nas/.pNASVols. FLIGNF3VOLOL.

adding links.

ID

-

[¥]

Find:

| Findnes |

[ oo ] Holp

Figure 16-17 WebSM restore of file system completed
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File system restore using the SMIT interface
Use the following path to access the restore functionality in SMIT:

smit -> System Storage Management -> File Systems -> Restore a File
System

Specify the options and execute the command with Enter (Figure 16-18).

‘File : Edit  Wiew Call Transfer Help
Restore a File System
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fieldsl]
= Restore DEVICE I/ dev/rmt B}
E [ arget DIRECTORY| }/Vols/volnfs]
YERBOSE output? ves
Number of BLOCKS to read in a single input [1
operation
F1=Help F2=Refresh F3=Cancel Fa=List
Esc+o=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esc+9=Shell Esc+B=Exit Enter=Do
Connected 0:03:07 [vT1002 [rerite [sCRoLL [cAPS  |wum  [Capture  [Print echo

Figure 16-18 Restore a filesystem with SMIT

File system restore using the command line
The next example shows backup and restore done with the command line
interface of the complete file system /home (Figure 16-19).
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(y——%backup —f Adevs/rmtB —B Ahome

hackup: The date of this level B hackup is Mon Hov 17 17:59:13 CGST 2883.
hackup: The date of the last level 8 bhackup iz the epoch.

backup: Backing up ~devsrhdl < home> to sdev/rmt@.

backup: Mapping regular files. This is Pass 1.
hackup: Mapping directories. This is Pass 2.
hackup: There are an estimated 288 1k blocks.
backup: Backing up directories. This is Pass 3.
hackup: Backing up regular files. This iz Pass 4.
backup: There are 358 1k blocks on 1 volumes.
bhackup: The tape iz rewinding.

?agkug: The backup is complete.

L it

hackup: #511-251 The file system is still mounted; data may not he consistent.
Uze the umount command to unmount the filesystem; then do the backup.

Figure 16-19 Backup file system /home via command line

The content to the created backup can be verified with the -T option of the

restore command (used just to see that the right files are on the backup) — see

Figure 16-20 and Figure 16-21.

(s)——rprestore —Tgf sdev/rmt@
The dump date is Mon Mov 17 17:5%7:13 CST 2@83.
Dumped frgm: Wed Dec 31 18:-88:88 CET 19697.

32 .Aguest

3 -#lost+found

64 -#nasadmnin

65 ./nasadmin/.profile

[ -/nagzadmin/.sh_history
el .nasadmin-WebhSH._pref
67 ./nasadmin/smit.log

68 ./nazadminssmit_script
69 .#nasadmin/smit.transaction
78 “nasadmin/wehsm.script
4 . Anasuser

5 ./nasusers_profile

9 srestoresymtable

8 - Auzerdl

12 .#/userfl bhack.out

13 Auserfl/test.txt

18 . Auzerd2

11 . Auserdl3

[ -Aw2kadmin

-/u2kadmins _profile

Crd——ra

Figure 16-20 Verify content of backup

C/homed——>1s —al userd=

user#l:

total 216

druxr—xr—x 2 root system 256 MNouv 17 16:51 .
druxr—xr—x 18 hin hin 4896 Mov 17 14:27 __
—PuU—P——F—— 1 root system 1826886 Mov 17 16:48 back.out
—Pu—pP——p—— 1 root system 24 Mov 17 16:51 test.txt
userf:

total 8

druxr—xr—x 2 root system 256 Now 17 14:5%4 |
druxr—xr—x 18 hin hin 4896 Moy 17 14:27 ..
userdld:

total 8

druner—xr—x 2 root system 256 MNouv 17 17:37 .
druxr—xr—x 18 hin hin 4896 Mov 17 14:27 _.
Cshomed——2>_

Figure 16-21 List content of file system on disk (should be on the backup)
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The following screen shows the removal of some files in the filesystem, which will
be restored. This was done just for testing reasons to see that the restore will
work (Figure 16-22).

C/home?——2>rm —R userBl

Cshomed——>1s —al userB=

userdl:

total 8

druxr—xr—x 2 root system 256 MNou 17 18:84 _
druxr—xr—-x 18 hin hin 4896 Mov 17 14:27 __
userf2:

total 8

dPuxr—xr—x 2 root system 256 Mov 17 14:%4 .
druxr—xr—x 18 hin hin 48%6 Mov 17 14:27 __
userdld:

total 8

druxr—xr—x 2 root system 256 Now 17 17:37 .
druxr—xr—x 10 hin hin 4896 Moy 17 14:27 ..
Cshome ) ——3

Figure 16-22 Remove files for a test for our test

Now the restore command can be run (Figure 16-23).

Harning: .- nasadmin: Do not specify an existing file.
Warning: .-/nasuser: Do not specify an existing file.
HWarning: .AuserBl: Do not specify an existing file.
Warning: .- userB2: Do not specify an existing file.
Warning: .-userB3: Do not specify an existing file.
Warning: .- w2kadmin: Do not specify an existing file.
Extracting new leaves.

Checkpointing the restore.

Extracting file ./nasusers.profile.

Extracting file .- w2kadmin~.profile.

Extracting file .rrestoresymtable.

Extracting file .- userBl/hack.out.

Extracting file .- userBl test.txt.

Extracting file .rnaszadmins_profile.

Extracting file ./nasadmin/.sh_history.

Extracting file .- nasadmin-/smit.log.

Extracting file .-rnasadminssmit.script.

Extracting file .~ nasadmin/smit.transaction.
Extracting file .~ naszadminswebsm.script.

Extracting file .-naszadmin-lebSM._pref.

Restore is adding links.

Setting directory mode. owner. and times.

Checking the symbol tahle.

Checkpointing the restore.

Crhomed——>_

Figure 16-23 restore completed successfully
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Verify if the data had been restored to the file system structure (Figure 16-24).

C/homed——>1s —al user=

user#l:

total 216

druxr—xr—x 2 root system 256 MNouv 17 16:51 .
druxr—xr—x 18 hin hin 4096 Mow 17 14:27 ..
—pPu—pPr——p—— 1 root system 1826886 Mov 17 16:48 back.out
—Pu—pP——p—— 1 root system 24 Mov 17 16:51 test.txt
userhd2:

total 8

dPuxr—xr—x 2 root system 256 Mov 17 14:54 .
druxr—xr—x 18 hin hin 4096 Mov 17 14:27 __
userfld:

total 8

druxr—xr—x 2 root system 256 Nouv 17 17:37 .
druxr—xr—x 18 hin hin 4896 Mowv 17 14:27 ..
Cshomed——5

Figure 16-24 Verify the restoration of the files on the file system

Verification of the file system backup

The Administrator can verify which files had been backed up with the WebSM,
SMIT and command line interface.

Usage of the WebSM to see what has been backed up is shown in Figure 16-25,
Figure 16-26, and Figure 16-27.

Consale Backup —cccied Miew Window  Help n"En"E
C=2He 0  BEGHTERN

| 8.1.38.198: Backup and Restore

Mavigation Area

= @ Management Enviranment
= [ 9138188 ]
overiew ; Backup Overview and Tasks
Bg Devices |
53 Network
i users
& Backup and Restore
=7 File Systems
@ Yolumes |
= Processes : More Information
E Systern Enviranment i
@ Subsystermns
5 Custom Tools
5 Software :
& Metwork Installation Management |}
QQWnrklnad Manager i
Petrformance
@ Systern Manager Security
& Frinters
@ Microcode Updates
BE FC Services (Fast Cannect)
& [] 9138107
@ NAS Management

5" [reaty I : | oot -9
Figure 16-25 Verify file system backup with WebSM
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Archive device arfile name: |Other SCS| Tape Drive [rmtD]| - |

Mumber of 512 byte blocks per read operation: | |

MOTE: Leaving the number of blocks blank results in the system determining an appropriate default
hased on the device type.

| 8] | | Cancel | | Help

Figure 16-26 Specify the tape drive

n [}, Finished
T Success Hide Details

) Messages ) Commands

Messages:

leaf z0 ./ = |

leaf 2l . Afunix

dir 6 ./usr

leaf 22 . Ffuseflib

dir 7 . Fvar

leaf 23 . /websm.script

leaf & . /wsmoustomtools.data

Werifying archiwe and initializing maps. [
=

] [

Find: | | Findnea |

Figure 16-27 Success - list all objects

The underlaying command (restore) uses the -T option to list what has been
backed up. The option -T will not restore files, it is used just for displaying the
content of the backup. Try this to see if all file systems you want to back up are
backed up.

You can use the command line to execute the command:

restore -Tq -f /dev/rmt0
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The restore command reads from device /dev/rmt0 and displays all filenames
and directories contained on the tape media. The -q option allows you to proceed
without mounting the first volume. The backup may span various tape medias.

Another way is to use the SMIT interface:

smitty -> System Storage Management -> File Systems -> List Contents
of a backup

16.1.3 The restvg and savevg commands

This section describes backup and restores with savevg, restvg, and the
associated mkvgdata command.

As discussed before, you cannot use mksysb to back up other volume groups
than the rootvg, and other backup and restore commands/tools may not offer a
way to back up and restore the LVM (Logical Volume Manager) structure of the
AlX file system (such as volume groups, logical volumes, etc.).

The two commands savevg and restvg will help us to save data in a very similar
way as the mksysb does. The savevg command backs up data belonging to a
specific volume group, and the restvg command restores data belonging to a
specific volume. Both commands are very helpful, because most backup tools
and commands are only capable of doing backups and restores on a
file/directory base and do not backup and restore volume group, logical volume
or file system data.

Tip: It may be a good idea to combine savevg and restvg and mksysb with
other backup tools like IBM Tivoli Storage Manager backups.

Attention: If you are running a multipathing environment (Subsystem Device
Driver) with volume groups using vpath devices, consider using savevgavp to
back up and restvg4vp to restore these volume groups.

mkvgdata command

The mkvgdata command creates information about a specific volume group and
its logical volumes, file systems, etc. and is used in conjunction with savevg and
restvg.

Since the mksysb command is only used for the rootvg, a user may use savevg
and restvg in order to back up and restore other data volume groups.
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Example:

mkvgdata -X -m datavg

The mkvgdata command, if used in conjunction with a data volume group (not the
rootvg), creates a directory in /tmp/vgdata.

The name of the directory is the same as the volume group name which has
been used. This directory contains several files with information about this
volume group like logical volumes, filesystems, etc.

The -X option expands the /tmp filesystem if needed, option -m is used to store
mapping information (logical to physical) partitions for each logical volume in the
specify volume group.

savevg command
Saving a volume group with the savevg command.

The savevg command backs up a volume group and associated files with this
Volume group. The savevg command uses the data file created by the mkvgdata
command.

savevg [ -b Blocks ] [ -e ] [ -fDevice ] [-i | -m]1 [-p] [-v]T[-V
1 [ -X] VGName

-b Blocks — Number of 512-byte blocks

-f Device — Specifies the device file where the backup resides.
-e — Excludes files

-i — Creates data file (mkvgdata command)

-m — Created map files (mkvgdata command)

-p — Disables software packing

-v — Verbose mode

-V — Verifies file header on tape

-X — Expands /tmp if needed

VGName — Name of the volume group

Example:
savevg -if /dev/rmt0 -V datavg

This command saves datavg on /dev/rmt0, creates a new data file, and verifies
the readability of file headers.

restvg command

Restoring a volume group can be done with the restvg command. The
command restvg is used to restore a volume group which has previously been
backed up with the savevg command.
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All data specified in /tmp/vgdata/vgname/vgname.data will be rebuild (vgname is
the name of your volume group).

The restvg command restores the user volume group and all its containers and
files, as specified in the /tmp/vgdata/vgname/vgname.data file (where vgname is
the name of the volume group) contained within the backup image created by the
savevg command.

restvg [ -b Blocks ] [ -d FileName ][ -f Device ] [ -1]1 [-q]1 [ -r]1 [
-s ] [-n ] [ -P PPsize ] [ DiskName ... ]

-b Blocks — Number of 512-byte blocks

DiskName — Name of the physical disk (for example, hdiskx)

-d FileName — Filename used as vgname.data

-f Device — Specifies the device file where the backup resides.

-| — Display information about the backup

-n — Ignore existing map file

-P PPsize — in megabytes

-q — No prompt before restoring volume group

-r — Only structure of VG is created, no files or data are restored
This option can be used if you want to use Tivoli Storage Manager backup
and restore.

- s — VG is created with minimum size (vgname.data input for specific
file system information needed)

The first example shows how to restore a volume group from device /dev/rmt0 to
hdisk3:

restvg -f/dev/rmt0 hdisk3
The second example shows how to restore the structure of a volume group prior

to a restore of files with IBM Tivoli Storage Manager Client. The volume group
information is taken from the image on the tape media in /dev/rmt0:

restvg -r -f /dev/rmt0

16.1.4 Split mirror backup

The NAS Gateway 500 provides snapshot support for a mirrored volume group.
A mirrored copy of a fully mirrored volume group can be split into a snapshot
volume group. This feature is a function which comes with AIX 5.2.

In order to split a volume group, all logical volumes in that volume group must
have a mirror copy. The disk(s) where the mirror resides must only contain data
from this specific set of mirrors.
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The disk(s) will be part of the new snapshot volume group and the original
volume group will discontinue using the disk(s). The new snapshot volume group
will contain new logical volumes and mount points.

Since the mirror may be rejoined to the original volume group and consistent
data is required, both volume groups have to keep track of the changes in
physical partitions (PPs).

splitvg command

Some restrictions appear with the sp1itvg command. See the manual pages of
the splitvg command for more details (man splitvg)

Attention: splitvg is not supported for the rootvg.

splitvg [ -y SnapVGname ] [ -c Copy ] [ -f 1 [ -i ] VGname

-y — SnapVGname Specifies the name of the snapshot volume group to use
instead of a system-generated name.

-¢c — Copy Specifies which mirror to split. Valid values are 1, 2, or 3. The
default is the second copy.

-f — Will force the split even if the mirror copy specified to create

-i — Will split the mirror copy of a volume group into a independent volume
group that cannot be rejoined into the original.

VGname specifies the volume group.

joinvg command

To rejoin the snapshot volume group with the original volume group use the
joinvg command.

The rejoin command syntax is as follows:

joinvg [ -f ] VGname

-f — Force to join when disks in the snapshot volume group are not active.
The mirror copy on the inactive disks will be removed from the original volume
group.

VGname — Specifies the volume group.
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split mirror backup procedure
In the following example, the file system /cifsfs is a file system in the volume
group datavg mirrored from hdisk2 to hdisk3. To split the mirror in the snapshot
volume group, run the snapvg command and take an online backup of the data,
then run the following command sequence:
1. splitvg -y snapvg datavg
The VG datavg is split and the VG snapvg is created. Furthermore, the mount
point /fs/cifsfs is created.
2. backup -f /dev/rmt0 /fs/cifsfs

An inode based backup of the unmounted file system /fs/cifsfs /fs/data is
created on tape (rmt0). Instead of using the backup command, you can run a
IBM Tivoli Storage Manager backup as well.

3. joinvg datavg

The snapshot VG snapvg is rejoined with the original VG datavg and
synchronized in the background.

16.1.5 The backsnap (JFS2 command)

The backsnap command can be used to create a snapshot (JFS2 file systems)
and will backup the snapshot. The command combines both functions in one
step.

Syntax:
backsnap [ -R ] -m MountPoint -s size=Size [ BackupOptions ] FileSystem
The following example shows the creation of a snapshot followed by a backup:
backsnap -m /tmp/snapshot/nasuser_fs -s size=16M -i -f/dev/rmt0
/home/nasuser/fs

Filesystem to snap: /home/nasuser/fs

New mountpoint: /tmp/snapshot/nasuser_fs

Due to this command, a logical volume is created (size 16 megabytes), a
snapshot of the file system

/home/nasuser/fs in been created on the new logical volume. After that the
snapshot will be mounted to /tmp/snapshot/nasuser_fs and all files and
directories will be backed up to /dev/rmt0.

The previously created backup can be restored via the restore command.
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16.1.6 The dd, cpio, tar, pax and other commands

AlX offers several commands to back up files to local attached devices or file
systems. We decided to skip most of them and to describe the most important
ones. Nevertheless, some of them are listed here; basic operating system
commands such as:

tar (for tape archives)

cpio (copies files into and out of archive storage and directories)

dd (reads from standard in and converts and copies to standard out)
pax (extracts, writes, and lists members of archive files)

vyvyyy

For more detailed information on commands and options, please refer to the
command reference, manual pages (AIX man command), AIX documentation, or
AlX related redbooks. You can use the following link to find AlX related
redbooks:

http://publib-b.boulder.ibm.com/cgi-bin/searchsite.cgi?query=aix

Or, you can browse the IBM Redbook Web site:
http://www.redbooks.ibm.com/
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17

IBM Tivoli Storage Manager
integration

This chapter describes the use of IBM Tivoli Storage Manager with the NAS
Gateway 500. The software is pre-loaded and non-configured. We will explain in
the next chapter how to set up IBM Tivoli Storage Manager in a LAN-based and
LAN-free environment. If you would like learn more details about IBM Tivoli
Storage Manager, please refer to the IBM Redbooks, IBM Tivoli Storage
Management Concepts, SG24-4877, and IBM Tivoli Storage Manager
Implementation Guide, SG24-5416.
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17.1 Introduction to IBM Tivoli Storage Manager

The IBM Tivoli Storage Manager product set is an enterprise-wide solution
integrating automated network backup, archive and restore, storage
management, and disaster recovery. The IBM Tivoli Storage Manager product
set is ideal for heterogeneous, data-intensive environments, supporting a huge
range of platforms and over 250 storage devices across LANs, WANSs, and
SANSs, plus providing protection for leading databases and e-mail applications.

IBM Tivoli Storage Manager supports backup via LAN (LAN based backup) as
well over a SAN (LAN-free backup). LAN-free backup is giving multiple servers
the ability to share an automated library in a high-performance Storage Area
Network (SAN) configuration. The LAN-free client data transfer feature reduces
network traffic and improves bandwidth by backing up and restoring data directly
to and from SAN-attached disk or tape storage.

Figure 17-1 shows how the data is transported by LAN based and LAN-free

backups.
LAN (Local Area Area Network)
= —

pAS ,

Gateway

500
(T$MClient

|

——» |IBM Tivoli Storage Manager Backup (lanbased data path)
—» |BM Tivoli Storage Manager Backup (lanfree data path)

— — P |BM Tivoli Storage Manager Backup (meta data path)
Figure 17-1 LAN-free and LAN based backups
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Utilizing IBM Tivoli Data Protection products, IBM Tivoli Storage Manager
supports most enterprise management, database, and groupware applications.

17.1.1 NAS Gateway 500 and IBM Tivoli Storage Manager

The Tivoli Storage Manager Server should have been properly set up. If existing
IBM Tivoli Storage Manager policy and storage settings won't be used,
remember to configure Storage Pools, Policy Domains and Policy Sets, etc.

IBM Tivoli Storage Manager Client software is pre-loaded, non-configured on the
NAS Gateway 500. The following versions were supplied at the time this redbook
was written.

» IBM Tivoli Storage Manager Client Version 5.2
» IBM Tivoli Storage Manager for AlX: StorageAgent Version 5.2 AlX
» IBM Tivoli Storage Manager AIX Client APl Version 5.2

We will show in the following section how we configured the IBM Tivoli Storage
Manager Server and Client.

17.1.2 IBM Tivoli Storage Manager Server configuration

IBM Tivoli Storage Manager runs in a client / server environment. Prior to using
the IBM Tivoli Storage Manager Client, you have to configure a IBM Tivoli
Storage Manager Server. Please refer to the IBM Tivoli Storage Manager Server
documentation for more details on how to set up and configure a IBM Tivoli
Storage Manager Server.

We give a short overview of our IBM Tivoli Storage Manager Server configuration
used for the redbook. Usually your policies and definitions would be different.
You can use previously defined policies and configurations from your IBM Tivoli
Storage Manager environment or define new settings for the NAS Gateway 500.

We created these settings:

» Device Class: FILEDEV1 (file device class)
(keep in mind: mount limit, max capacity)

» Storage Pool: FILEPOOL1
Points to the previously configured file device class
(keep in mind: max scratch allowed parameter)

Policy Domain: NAS500_DOM

Policy Set: NAS500_POLSET

Management Class: NAS500_CLASS

Backup Copy Group: standard (points to FILEPOOL1)
Archive Copy Group: standard (points to FILEPOOL1)

Yy V. vy VY
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Do not forget to assign a default management class. After successfully validating
the policy set, the policy set can be activated. Register the clients in case of
closed registration in you IBM Tivoli Storage Manager environment

17.1.3 IBM Tivoli Storage Manager Client configuration

354

Before starting IBM Tivoli Storage Manager backups the client nodes must be
configured.

Make sure that the basic TCP/IP configuration on your NAS Gateway 500 is
correct and client nodes are registered if your IBM Tivoli Storage Manager
Server runs with closed configuration (registration: closed).

The IBM Tivoli Storage Manager Client configuration on the NAS Nodes can be
setup via WebSM, using SMIT interface or editing the IBM Tivoli Storage
Manager configuration files directly.

Configure using WebSM (preferred way)

You can easily configure your IBM Tivoli Storage Manager Client with the
WebSM interface. Open the WebSM, select NAS Management, your system
(for example, IP Address), Applications, Tivoli Backup Restore, Configure
TSM Client (Figure 17-2).
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Console Tivoli Backup Restore  Selecied Wiew  Window  Help ¥

Mavigation Area : Applications: Tivoli Backup Restore

@ Management Enviranment
= @ NAS Management :
= [ nas system Tivoli Backup Restore
{7 Administrators :
{m Client Access
£5 Directory Senices Mare Infarmation
Z File Serving :
L‘rjl Wolumes
L‘rjl Snapshots
5% Cluster Management
55‘ Feature Management
=[] 9.1.38.188
E“E," Devices
5% Metwork
B 5% Applications
Crveriew :
SMMP
& Tivali Backup Restare | :
B TSANM :
By TSRM
@ Systermn Environment
ERIE

|5 Ready | I foot-9
Figure 17-2 WebSM interface for the IBM Tivoli Storage Manager Client

Choose the right settings for IBM Tivoli Storage Manager server name, port
number, IBM Tivoli Storage Manager Server address, IBM Tivoli Storage
Manager Client nodename, IBM Tivoli Storage Manager Client password. Then
proceed with OK.

Configuration using SMIT

The IBM Tivoli Storage Manager SMIT menu for the IBM Tivoli Storage Manager
Client configuration will only appear if you are logged on as the NAS
Administrator user created at the initial setup. Run smit on a command line and
choose Manage Applications in the SMIT menu (Figure 17-3).
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NHAS System Management

Move cursor to desired item and press Enter.

Manage Administrators

Manage Client Access

Manage Cluster

Manage Devices

Manage File Serving

Manage Hetwork

Manage Security

Manage System

Manage Uolumes and Snapshots

Using SMIT <{information only)>

MHAS Ouverview (information onlyl

Esc+1=Help Esc+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+?=8hell Esc+B=Exit Enter=Do

Figure 17-3 SMIT menu entry

In the next panel, highlight Backup and Recovery with Tivoli Storage
Manager (TSM) and press Enter (Figure 17-4).

Manage Applications
Move cursor to desired item and press Enter.

Backup and Recovery with Tivoli Storage Manager (TSM>

SAN Management with Tiveli AN Manager

Storage Resource Management with Tiveli Storage Resource Manager (TSRM>
Metwork Management with Simple Metwork Management Protocol (SHNMP>

Esc+1=Help Esc+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+?=8hell Esc+B=Exit Enter=Do

Figure 17-4 Tivoli Storage Manager menu in the SMIT

Choose Configure TSM Client in the next panel.
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Backup and Recovery with Tivoli Storage Manager (TSM>
Move cursor to desired item and press Enter.

Configure TSHM Client
Backup uwsing TSHM
Recover using TSM

Configure TSH Storage Agent
Start ~ Stop TEM Storage Agent
Show ~ Change Boot State of TSH Storage Agent

Esc+l=Help Esc+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+?=%hell Esc+B=Exit Enter=Do

Figure 17-5 Configure IBM Tivoli Storage Manager Client

Now you can enter the right settings for the Tivoli Storage Manager environment.
Specify the TSM Server NAME, TSM Server ADDRESS, the correct TSM
Server Port, NODEname and PASSWORD (Your Tivoli Storage Manager
Administrator will probably provide you the necessary information) (Figure 17-6).

Configure TSM Client

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]
ol crver NAME| [§L.S A1
#* Server ADDRESS [ATSMA1 _nas58@_ibm.com M
#* Server PORT [15801]
= MODE name [IME
=* PASSWORD L[]
Esc+1=Help Esc+2=Refreszh Ezsc+3=Cancel Ezc+4=List
Esc+5=Reset Esc+6=Command Esc+7=Edit Esc+8=Image
Esc+?=Shell Esc+@=Exit Enter=Do

Figure 17-6 IBM Tivoli Storage Manager Client settings

This will update the Tivoli Storage Manager configuration files. An underlying
automatism enables you to simplify the configuration if the cluster works properly.
This means that some settings are passed to the other clustered node

(Figure 17-7).
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COMMAND STATUS
Command: 1§ stdout: yes stderr: no
Before command completion. additional instructions may appear helow.

Changed TSH Server from server_a to TSHB1

Changed TSM Server TCPIP Address from node.domain.company.COM to TSMA1 .nash@@.ihb
m.com

Changed TSH Server TCPIP Port from 1568 to 1560

Changed TSM Client MNodename from nodename to FLJ3

Changed TSM Client Password from password to FLJ3IPW

Fi=Helpn F2=Refresh F3=Cancel Esc+b6=Command
Esc+8=Image Esc+?=8hell Esc+B=Exit #=Find
n=Find HNext

Figure 17-7 Tivoli Storage Manager Client update

Configure Tivoli Storage Manager Client via editing the IBM Tivoli Storage
Manager configuration files. Compared to the WebSM and SMIT configuration,
all settings have to be done on both cluster nodes (applies for clustered
environments).

Remember that UNIX Clients use dsm.opt and dsm.sys files. In your
environment the files should be located in /usr/tivoli/tsm/client/ba/bin.

IBM Tivoli Storage Manager Client configuration via editing configuration files:

Here are only the initial configuration settings described. Other specific settings
are required to optimize the environment.

Configure dsm.sys file:

SErvername — TSMO1

COMMethod — TCPip

TCPPort — 1500

TCPServeraddress — 192.168.244.11 * User your IBM Tivoli Storage Manager
Server address instead of this placeholder address

NODEname — FLJ3 * We used FLJ3

Passwordaccess — Generate

Configure dsm.opt file:
SErvername — TSMO1 * reference to the dsm.sys
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LAN based backup and restore

This section describes IBM Tivoli Storage Manager and LAN based backups. If a
LAN based backup job is started, the IBM Tivoli Storage Manager Client tries to
connect to the IBM Tivoli Storage Manager Server to authenticate this session. If
the server and client are correctly set up, the session will be established. Then
the IBM Tivoli Storage Manager Client sends its data via TCP/IP to the IBM Tivoli
Storage Manager Server. The IBM Tivoli Storage Manager Server stores
references and version information in its database; however, the data will be
stored in storage pools.

The next example shows how to back up data via the WebSM interface.
Open WebSM, select NAS Management, your system (for example, IP

Address), Applications, Tivoli Backup Restore, Backup using TSM Client
(Figure 17-8).

Console  Tivoli Backup Restore Miew Window Help &

= E@ 9

Havigation Area I( Applications: Tivoli Backup Restore

-1 2 Management Environment
[] 9138108
= [] a3
=1 L MAS Management
=[] NAS Systerm
+ {m Administrators
+ ﬁm ClientAccess
+ % Directary Senices :
+ @ File Sering : Backup using TSM Client
+ [y valumes :
# [} anapshats
& Cluster Management
55 Feature Management
=[] 9138108
+ Ea% Devices
+ L3 Metwork
= % Applications
[E] overview
+ SHMP
) Tivali Backup Restare
B TEANM
T TSRM
+ EE System Environment
SR K

[ Reaty | | roct -9
Figure 17-8 IBM Tivoli Storage Manager Client backup WebSM start screen

+

Tivoli Backup Restore

We specified the file system /Vols/FJL3VOL0O1 and the Incremental backup
method (Figure 17-9).
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File or Directory MfolsiFJLIWVOLDT ﬂ

® |ncremental

i) Selective

| QK | | Cancel | | Help |

Figure 17-9 IBM Tivoli Storage Manager Client backup options

Tip: If you use Selective to back up a file system (for example, /home or
/Vols/volcifs) you may use a trailing slash (for example /home/ or
/NVols/volcifs/).

Note: The results of backing up with WebSM selective an object with the *
wildcard differs from the original command, such as, if the asterisk is used at
the end of the expression. (for example, command dsmc selective /home/*
WebSM Selective File or Directory /home/*)

Note: Verify if subdirectories are backed up or should be backed up. WebSM
selective backup does not use the IBM Tivoli Storage Manager Client -subdir
option.
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The result will be displayed on the screen shown in Figure 17-10.

Finished
o Success Hide Details|
8 Messages ) Comrands
Guccesaful incremental backup of ' /Vols/FIL3VOLO1' =
[Total number of objects inspected: 5
Total number of ochiects backed up: 5
Total mumber of ohjects updated: 0
Total number of obhjects rebound: o
Total number of objects deleted: o
Total number of ocbjects expired: o
Total mumber of objects failed: o
[Total number of bytes transferred: 35.65 MEB
Data transfer time: 4,36 sec
Metwork data transfer rate: §,369.87 EB/sec
lhggregate data transfer rate: 4,565.46 KB/sec
Objects compressed by: 0%
Elapsed processing time: oo:00:08
]
vl
Find: | | Fingnen |
T

Figure 17-10 Backup successfully completed

Tip: The WebSM IBM Tivoli Storage Manager backup always uses the
standard IBM Tivoli Storage Manager configuration settings in
/usr/tivoli/tsm/client/ba/bin/dsm.sys and the standard path to the IBM Tivoli
Storage Manager executables in /usr/tivoli/tsm/client/ba/bin.

Performing a restore with IBM Tivoli Storage Manager:

Restore of a single file. We used the WebSM to restore the file
/Nols/FJL3VOLO1/work/zyx. The filesystem /Vols/FJL3VOLO1 was previously
backed up. To restore a file open the WebSM, select NAS Management, your
system (for example, IP Address), Applications, Tivoli Backup Restore,
Recover using TSM Client (Figure 17-11).
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Console Tivoli Backup Restore  Selecied Wiew  Window  Help ¥

1

Mavigation Area Applications: Tivoli Backup Restore

= Q Management Enviranment
[ 91.38.108
[ niz
= Q MAS Management
B[] MaS system :
Eﬁﬁ Administrators More Information
Eﬁﬁ Client Access :
5% Directory Services
E7 File Serving
@ Wolumes
@ Snapshots
5% Cluster Management
55‘ Feature Management
=[] 9.1.38.188
E‘? Devices
5% Metwork
B 5% Applications
Crveriew
SHMP
% Tvol Backun Restors|
By TSANM
By TSRM
@ System Environment :
ERIE

|5 Ready | I foot-9
Figure 17-11 WebSM entry to restore a single file

Tivoli Backup Restore

We deleted file xyz on command line, to be sure the restore was OK. Our file
system was /Vols/FJL3VOLO1(Figure 17-12).

File vz

Directary fFJL3VOLD1M0rkﬂ

[ oK | | cancer || Help

Figure 17-12 WebSM restore options

The result will be displayed on the screen shown in Figure 17-13.
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0] [, Finished
2 H SUCCESS Hide Details

™ Messages i) Commands

Messages:
Gession established with serwer T3MO1l: Windows
Server Wersion &, Release 2, Lewel 0.0
Serwer datestime: 11721703 10:57:36 Last access: 11/3

| »

Festoring 256 fVols/FIL3VOLOl/work [Done]

Festore processing f£inished.

Total number of ohjects restored: 1

Total mumber of objects failed: u]

Total number of bytes transferred: o B
Data rransfer time: 0.00 sec
MNetwork data transfer rate: 0.00 EBfsec
Logregate data transfer rate: 0.00 FEf=ec
Elapsed processing time: 00:00:03

-

[v]

Find: | | Findmer |

Figure 17-13 Successfully restored file

Instead of using the WebSM, you can also use the SMIT interface to restore file,
directories, etc. The following example shows a restore of a single file as NAS
Administrator (we used nasadmin). To start, use smit backup (Figure 17-14).

Backup and Recovery
Move cursor to desired item and press Enter.
Backup and Recovery with Tivoli Storage Manager (TEM>

Backup System to Tape ~ File
List Files in System Backup

Backup Configuration Files
Restore Configuration Files

Esc+l=Help Esc+2=Refresh Esc+3=Cancel Esc+8=Image
Esc+?=%hell Esc+B=Exit Enter=Do

Figure 17-14 Single file restore using SMIT part1
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Select Recover using TSM (Figure 17-15).

Backup and Recovery with Tiveli Storage Manager (TSMD
Move cursor to desired item and press Enter.
Configure TSM Client
Backup using TSM
Configure TSH Storage Agent

Start ~ Stop TS5H Storage Agent
Show ~ Change Boot State of TSM Storage Agent

Ezc+1l=Help Ezc+2=Refreczh Ezc+3=Cancel Ezc+8=Image
Esc+?9=5hell Esc+B=Exit Enter=Do

Figure 17-15 Single file restore using SMIT part2

Select TSM Restore file(s) (Figure 17-16).

Recover using TSH
MHove cursor to desired item and press Enter.

TEM Restore Volumeds)
SM Restore filedls)

Ezc+l=Help Ezc+2=Refrezh Ezc+3=Cancel Ezc+8=Image
Esc+9=5hell Esc+B=Exit Enter=Do

Figure 17-16 Select restore function
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Then specify the file which has to be restored. In our example, this is again file

xyz (Figure 17-17).

TSM Restore filedsd

Type or select values in entry fields.
Press Enter AFTER making all dezired changes.

[Entry Fields]
1< /FJLIVOLAL ~vork xuz=]

Ef@File<s) to restore

Esc+l1=Help Ezsc+2=Refreszh Esc+3=Cancel Ezsc+4=List
Ezc+5=Reczet Ezc+6=Command Ezc+7=Edit Ezc+8=Image
Esc+?9=5hell Esc+B=Exit Enter=Do

Figure 17-17 Specify the file(s) to be restored

The restore process should end successfully (Figure 17-18).

COMMAND STATUS

Command: JH stdout: yes stderr: no

Before command completion, additional instructions may appear below.

[MORE. ..141

Restoring

Restore processing finished.

Esc+8=Image Esc+7=8hell

n=Find Next

ANS1114] Yaiting for mount of offline media.
11 AVols/FJL3VOLBL /work-xyz [Donel

Total number of objects restored: 1

Total number of objects failed: a

Total number of hytes transferved: 43 B

Data transfer time: @.88 sec

Metwork data transfer rate: 2.624.51 KB/sec

Aggregate data transfer rate: B.81 KB-sec

Elapsed processzing time: BA:00:083

TBOTTOM]

Ezc+1=Help Ezc+2=Refrezh Ezc+3=Cancel Eszc +6=Command

Esc+B=Exit #=Find

Figure 17-18 Restore results
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LAN-free backup and restore

Principally, the output of a LAN-free or LAN based backup should look very
similar, because you use the same tools (GUI, command line). Just the manner
of how the data is transferred differs; but this is transparent to the user.

We give a short overview of how to back up with IBM Tivoli Storage Manager in
LAN free mode. Detailed information can be found in IBM Tivoli Storage
Manager documentation or IBM Redbooks.

Note: You should look for the requirements regarding software, driver
versions and which devices are supported before you start with the
configuration.

First prepare your IBM Tivoli Storage Manager Server.

Note: IBM Tivoli Storage Manager Server to Server Communication should be
set up previously.

Tell the IBM Tivoli Storage Manager Server about the new StorageAgent (NAS
Gateway 500):

define server f1j3_ag serverpassword=xxxx hladdress=9.1.38.198
11address=1500 validateprotocol=all

Then prepare the IBM Tivoli Storage Manager Server for the LAN-free tasks:
Update or create policy (for your clients which will backup LAN-free)
Register node (all new LAN-free clients)

Define library (used for IBM Tivoli Storage Manager Server and IBM Tivoli
Storage Manager Storage Agents)

Define path to library

Define drives

Define path to drives

Define device class,

Define storage pool
Verification of LAN and SAN

Configure the IBM Tivoli Storage Manager Storage Agent on the NAS Node
(WebSM or smit / command line)
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We used root and command line:

[usr/tivoli/tsm/StorageAgent/bin/dsmsta SETSTORAGESERVER
MYName=FLJ3_AG MYPassword=xxxxx MYHLAddress=9.1.38.198
SERVERName=TSM01 SERVERPAssword=yyyyy HLAddress=9.1.38.199
LLAddress=1500

The output should look similar to Figure 17-19:

(AusprstiveolistensStoragefigent/sbind——>» Ausp/tivolistsms/StoragefigentshinAdsmstal
ANR78AAI DSMSERV generated at B?2:57:11 on Jun 13 2883.

Tivoli Storage Hanager for AIX-RE/6B88
Uersion 5. Release 2, Level 8.8

Licenzed Materials — Property of IBM

CC> Copyright IEM Corporation 199%9.28683. All rights reserved.
U.8. Government Users Restricted Rights — Use,. duplication or disclosure
restricted by GS5A ADP Schedule Contract with IBM Corporation.

ANRA?88] Processing options file dsmsta.opt

ANMR?8111 Direct I-0 will he used for all el1glhle disk files.

ANR14321 Updating device configuration information to defined files.

ANR14331 Device configuration information successfully written to devconfig.
AMR21191 The SERUERMAME option has bheen changed in the options file.

ANRB4671 The SETSTORAGESERUER command completed successfully. (rusprstivolirstemsSt
oragefigentshin>—>_

Figure 17-19 Configuration output
The file dsmsta.opt (/ustr/tivoli/tsm/StorageAgent/bin) should have at least a
SERVERENAME and DEVCONFIg entry. For example:
DEVCONFIg devconfig
The DEVCONFIg entry names the file which keeps information regarding the

StorageAgent configuration. In our case the file name is devconfig. Figure 17-20
shows our configuration.

SET STANAME FLJ3_AG

SET STAPASSWORD 254875763 jifcghd

SET STAHLADDRESS 192.16%8.38.198

DEFINE SERUER TSMB1 HLADDRESS=192.168.38_19% LLADDRESS=1588 SERVERPA=12532hfdhgj
hdj

~r

Figure 17-20 Sample IBM Tivoli Storage Manager Storage Agent configuration file
The IBM Tivoli Storage Manager Client configuration must be updated. The
following entries are necessary to enable LAN free data transfer:

enablelanfree yes
LANFREEC TCPIP
LANFREETCPPORT 1500

Note: Do not forget to set the IBM Tivoli Storage Manager environment
variables on the client node.
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17.1.4 Automation of backups

Automating IBM Tivoli Storage Manager backups can be done in several ways.
The Administrator can use tools from the operating system or functions offered
by IBM Tivoli Storage Manager. The backup task can be triggered, for example,
by an AIX cron job, the at command, or an IBM Tivoli Storage Manager Client
schedule. The cron job allows you to run a job at the specified time and date. The
crontab file can be updated via the crontab command. See the manual pages for
detailed information regarding the crontab and the at command.

The IBM Tivoli Storage Manager Scheduler is a function provided by the IBM
Tivoli Storage Manager Client. It allows you to poll or query the IBM Tivoli
Storage Manager Server for scheduled tasks (backup, restore, and many more).
Before the scheduler is started, the IBM Tivoli Storage Manager Server
administrator has to define scheduled tasks on the IBM Tivoli Storage Manager
Server.

The IBM Tivoli Storage Manager Scheduler is basically started by the dsmc
schedule command. This command runs the scheduler until the user who
executed the command logs off, closes the window, or ends the process.

On an AIX powered system, you should provide more information (for example,
do not terminate the scheduler if the user who started the command logs off,
closes the window, etc.)

For example, on your IBM Tivoli Storage Manager Client, you can start the
scheduler in the background and keep it running even after a logoff:

nohup dsmc schedule 2>/dev/null &

Tip: You can specify the passwordaccess generate option in your IBM Tivoli
Storage Manager Client configuration file (dsm.sys) if you do not want to
specify the client password in the dsmc schedule command. If you use the
default setting, you can provide the password with the dsmc command.

Instead of sending the output to /dev/null, you can send the standard error
output to for example, nohup.out.

Root User: To start the client scheduler automatically, ensure that the
passwordaccess option is set to generate in your client system options file
(dsm.sys), then follow the procedure below for your operating system:

Add the following entry to the /etc/inittab file:
tsm::once:/usr/bin/dsmc sched >/dev/null 2>&1 #TSM scheduler
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Note: You mustinclude the redirection to /dev/null in the command here. The
respawn option in the inittab allows you to restart the process if it terminates.

17.1.5 Clustering considerations

If you work with cluster protected resources, your configuration will be different
tor a regular IBM Tivoli Storage Manager Client configuration. In a clustered
environment you usually partition your data in two sections: the node related
(bound to a specific hardware) and the resource group related data (virtual data).

The node related data, for example, is the data in the rootvg. Every cluster node
has its own operating system and settings. This configuration is bound to the one
node.

The resource group related data is the user data which can theoretically reside
on either node A or node B of the cluster. Therefore we call this data virtual data,
because the user accesses the data in a virtual manner by a dedicated IP
address and network name.

Since the purpose of HACMP is to take over / fail over resources to other nodes,
the IBM Tivoli Storage Manager configuration and the backup automatism should
be passed to the other node as well. This enables you to back up or restore data
independent of which node the resource is using.

This means that you probably use multiple IBM Tivoli Storage Manager Client
configurations for each resource and the both nodes. The node related IBM Tivoli
Storage Manager backup related configuration could reside in the standard IBM
Tivoli Storage Manager directory (/usr/tivoli/tsm/client/ba/bin). Resource group
related data should reside on the shared disk (volume group which is part of the
HACMP managed resource). So only the node who owns the data at this time is
able to read the information and to avoid to have different configurations on both
machines. If each node could store its own configuration file for the HACMP
managed resource, both files have to be updated if the configuration of this
particular IBM Tivoli Storage Manager Client configuration changes.

Choose “virtual” names for the resources, maybe with a hint as to whom the
resource “belongs” normally.

If you want to integrate automated IBM Tivoli Storage Manager scheduling tasks
in a HACMP clustered environment, remember to generate start and stop scripts.
They will start the IBM Tivoli Storage Manager Scheduler on a node after the
resource group gets online on a node and stops the IBM Tivoli Storage Manager
Scheduler on a node if the resource groups takes / fails over to another node.
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The SMIT path for adding a start / stop script in SMIT is:

smit hacmp -> Extended Configuration -> Extended Resource configuration ->
HACMP Extended Resources Configuration -> Configure HACMP Application
Servers -> Add an Application Server

Do not forget to provide the correct IBM Tivoli Storage Manager environment
variables (DSM_DIR, DSM_CONFIG, etc) in your start and stop scripts,
assuming not to use the standard IBM Tivoli Storage Manager configuration
which should be used for the node related data.

The start script should contain at least the IBM Tivoli Storage Manager
environment variables and the start of dsmc schedule with nohup.

In the stop script, the IBM Tivoli Storage Manager Scheduler should be stopped.
This can be done by killing the process by the belonging process ID. The process
ID can be tracked during the start of the process (for example, save to a file in
order to read the process ID and pass to a section of the stop script which kills
the IBM Tivoli Storage Manager Scheduler).

In a clustered environment, the IBM Tivoli Storage Manager Scheduler entry
should be removed from the /etc/inittab. The control should be done by the
HACMP cluster.
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Part 5

Appendixes

In this part of the book, we provide the following supplementary information:
» Appendix A, “Error log information” on page 373

» Appendix B, “Windows networking basic definitions” on page 381

» Appendix C, “NFS networking basic definitions” on page 389

» Appendix D, “Additional material” on page 393
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Error log information

The following topics are included in this appendix:

» A general discussion about the error logging subsystem
» An explanation of how to read error logs
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Overview

The error-logging process begins when an operating system module detects an
error. The error-detecting segment of code then sends error information to either
the errsave and errlast kernel services or the errlog application subroutine
where the information is, in turn, written to the /dev/error special file. This
process then adds a timestamp to the collected data. The errdemon daemon
constantly checks the /dev/error file for new entries, and when new data is
written, the daemon conducts a series of operations.

Before an entry is written to the error log, the errdemon daemon compares the
label sent by the kernel or application code to the contents of the error record
template repository. If the label matches an item in the repository, the daemon
collects additional data from other parts of the system.

The system administrator can look at the error log to determine what caused a
failure, or to periodically check the health of the system when it is running.

Clearing the error log

Clearing of the error log implies deleting old or unnecessary entries from the
error log. Clearing is normally done as part of the daily cron command execution.
To check it, type:

# crontab -1 | grep errclear
0 11 * * * Jusr/bin/errclear -d S,0 30
0 12 * * * Jusr/bin/errclear -d H 90

If it is not done automatically, you should probably clean the error log regularly.

To delete all the entries from the error log, use the following command:

# errclear 0
To selectively remove entries from the error log, for example, to delete all
software error entries, use the following command:

# errclear -d S 0
To selectively remove entries from the error log, for example, to delete all
hardware error entries, use the following command:

# errclear -d H 0

Alternatively, use the smitty errclear command.
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Reading error logs in detail

You can generate an error report from data collected in the error log. There are

two main ways to view the error log:

» The easiest way to read the error log entries is with the smitty errpt
command. Output from this command is shown in Figure A-1.

[TOP]
CONCURRENT error reporting?
SUMMARY or DETAILED error report
Error CLASSES (default is all)
Error TYPES (default is all)
Error LABELS {(default is all)
Error 1D"s (default is all)
Resource CLASSES (default is all)
Resource TYPES (default is all)
Resource NAMES (default is all)
SEQUENCE numbers (default is all)
STARTING time interval
ENDING time interval

LOGFILE
[MORE. . .31
F1=Help F2=Refresh
F5=Reset F6=Command
F9=Shell F10=Exit

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Generate an Error Report

[Entry Fields]
yes
summary
§HE]
L ]
[1
[1

(i
[1

[/var/adm/ras/errlog]

F3=Cancel F4=List
F7=Edit F8=Image
Enter=Do

+ ok +

Figure A-1 smitty errpt output

» The second way to display error log entries is with the errpt command. It
allows flags for selecting errors that match specific criteria. By using the

default condition, you can display error log entries in the reverse order they

occurred and were recorded.
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The errpt command output

376

By using the -c flag, you can display errors as they occur. The default summary
report contains one line of data for each error:

# errpt | pg

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

2BFA76F6 0627172400 T S SYSPROC SYSTEM SHUTDOWN BY USER
9DBCFDEE 0627172700 T O errdemon ERROR LOGGING TURNED ON
192AC071 0627172300 T 0 errdemon ERROR LOGGING TURNED OFF
1581762B 0627132600 T H cd0 DISK OPERATION ERROR
1581762B 0627132000 T H cd0 DISK OPERATION ERROR
1581762B 0627131900 T H cd0 DISK OPERATION ERROR
1581762B 0627131900 T H cd0 DISK OPERATION ERROR
E1I8E984F 0627100000 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0627095400 P S SRC SOFTWARE PROGRAM ERROR

The fields used in this report are discussed in the following sections.

Identifier
Numerical identifier for the event.

Timestamp

Time when the error occurs in format mmddhhmmyy. The timestamp
0627172400 indicates that the error occur June 27th at 17:24 (5:24 p.m.) year 00
(year 2000).

Type

Severity of the error that has occurred. There are six possible values:
PEND The loss of availability of a device or component is imminent.

PERF The performance of the device or component has degraded to below
an acceptable level.

PERM A condition has occurred that could not be recovered from. Error types
with this value are usually the most severe errors and are more likely to
mean that you have a defective hardware device or software module.
Error types other than PERM usually do not indicate a defect, but they
are recorded so that they can be analyzed by the diagnostics
programs.

TEMP A condition occurred that was recovered from after a number of
unsuccessful attempts.

UNKN Itis not possible to determine the severity of the error.
INFO The error log entry is informational and was not the result of an error.
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Class

General source of the error. The possible error classes are:

H Hardware. When you receive a hardware error, refer to your system
operator guide for information about performing diagnostics on the
problem device or other piece of equipment.

S Software.
o Informational messages.
U Undetermined (for example, network).

Resource name

For software errors, this is the name of a software component or an executable

program. For hardware errors, this is the name of a device or system component.
It is used to determine the appropriate diagnostic modules that are to be used to
analyze the error.

Description
A brief summary of the error.

Formatted output from errpt command

The following list provides a series of format options for the errpt command.

» To list all hardware errors, enter:

# errpt -d H

IDENTIFIER TIMESTAMP
1581762B 0627132600
1581762B 0627132000
1581762B 0627131900
1581762B 0627131900
5BF9FD4D 0615173700
2A9F5252 0615161700
2A9F5252 0615161600
2A9F5252 0615161600
5BF9FD4D 0615155900
2A9F5252 0615151400
2A9F5252 0615151300
2A9F5252 0615151300
2A9F5252 0615151300

W v 9 vYv—-H49wvWwW4woO—-A———-—-
T X X X IXT XTIXT T T T IT T XTO

RESOURCE_NAME DESCRIPTION

cd0
cd0
cd0
cd0
tok0
tok0
tok0
tok0
tok0
tok0
tok0
tok0
tok0

DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR
PROBLEM RESOLVED
WIRE FAULT

WIRE FAULT

WIRE FAULT

PROBLEM RESOLVED
WIRE FAULT

WIRE FAULT

WIRE FAULT

WIRE FAULT

Appendix A. Error log information 377



» To get a detailed report of all software errors, enter:

# errpt -a -d S | pg

LABEL: REBOOT_ID
IDENTIFIER: 2BFA76F6

Date/Time: Tue Jun 27 17:24:55
Sequence Number: 33

Machine Id: 006151424C00

Node Id: serverd

Class: S

Type: TEMP

Resource Name:  SYSPROC

Description
SYSTEM SHUTDOWN BY USER

Probable Causes
SYSTEM SHUTDOWN

Detail Data
USER ID
0
0=SOFT IPL 1=HALT 2=TIME REBOOT
0
TIME TO REBOOT (FOR TIMED REBOOT ONLY)

» To display a report of all errors logged for the error identifier E18E984F,
enter:

# errpt -j E18E984F

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

E18E984F 0627100000 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0627095400 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0627093000 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0626182100 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0626181400 P S SRC SOFTWARE PROGRAM ERROR
E18E984F 0626130400 P S SRC SOFTWARE PROGRAM ERROR

» To display a report of all errors that occur after June 26, 2000 at 18:14 (time),
enter:

# errpt -s 0626181400
IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

2BFA76F6 0627172400 T S SYSPROC SYSTEM SHUTDOWN BY USER
9DBCFDEE 0627172700 T O errdemon ERROR LOGGING TURNED ON
192AC071 0627172300 T O errdemon ERROR LOGGING TURNED OFF
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15817628
15817628B
15817628
15817628
E18E984F
E18E984F
E18E984F
2BFA76F6
9DBCFDEE
192AC071
369D049B
SYSTEM

E18E984F
E18E984F

» To obtain all the errors with resource name cd0 from the error log, enter:

# errpt -N

0627132600
0627132000
0627131900
0627131900
0627100000
0627095400
0627093000
0627092700
0627092900
0627092500
0626183400

0626182100
0626181400

cd0

—_ -4 -4 -4 U UUo——— -
CoOO0OWVWWLmWULmLmTITITITT

P
P

S
S

IDENTIFIER TIMESTAMP T C
0627132600 T H
0627132000 T H
0627131900 T H
0627131900 T H

15817628
15817628
15817628
15817628

cd0

cd0

cd0

cd0

SRC

SRC

SRC
SYSPROC
errdemon
errdemon
SYSPFS

SRC
SRC

DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR
SOFTWARE PROGRAM ERROR
SOFTWARE PROGRAM ERROR
SOFTWARE PROGRAM ERROR
SYSTEM SHUTDOWN BY USER
ERROR LOGGING TURNED ON
ERROR LOGGING TURNED OFF

UNABLE TO ALLOCATE SPACE IN FILE

SOFTWARE PROGRAM ERROR
SOFTWARE PROGRAM ERROR

RESOURCE_NAME DESCRIPTION

cd0
cd0
cd0
cd0

DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR
DISK OPERATION ERROR

» The -c flag formats and displays each of the error entries concurrently, that is,
at the time they are logged. The existing entries in the log file are displayed in
the order in which they were logged. An example below:

# errpt -c

IDENTIFIER TIMESTAMP
9DBCFDEE 0823160702
2BFA76F6 0823160002
FFE305EE 0823160702
75CE5SDC5 0823160702
E18E984F 0823160802
E18E984F 0823160802
E18E984F 0823160802
FFE305EE 0823160802

The errpt command

W U U U+—~ v+ -
T LV WLV W,!HM T T ;W OO

RESOURCE_NAME DESCRIPTION

errdemon
SYSPROC
tok0
tok0

SRC

SRC

SRC

tok0

ERROR LOGGING TURNED ON
SYSTEM SHUTDOWN BY USER
WIRE FAULT

ADAPTER ERROR

SOFTWARE PROGRAM ERROR
SOFTWARE PROGRAM ERROR
SOFTWARE PROGRAM ERROR
WIRE FAULT

The errpt command generates an error report from entries in an error log. The
command has the following syntax:

errpt [ -a] [ -c ] [ -d ErrorClassList ] [ -e EndDate ] [ -j ErrorID ]
[ -s StartDate ] [ -N ResourceNameList ] [ -S ResourceClassList ]
[ -T ErrorTypelList ]

The commonly used flags are listed in Table A-1.
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Table A-1 Commonly used flags of the errpt command

Flag Description

-a Displays information about errors in the error log file in
detailed format.

-C Formats and displays each of the error entries concurrently,

thatis, at the time they are logged. The existing entries in the
log file are displayed in the order in which they were logged.

-d ErrorClassList

Limits the error report to certain types of error records
specified by the valid ErrorClassList variables: H
(hardware), S (software), O (errlogger command messages),
and U (undetermined).

-e EndDate Specifies all records posted prior to and including the
EndDate variable.
-j ErrorlD Includes only the error-log entries specified by the ErrorID

(error identifier) variable.

-s StartDate

Specifies all records posted on and after the StartDate
variable.

-N ResourceNamelList

Generates a report of resource names specified by the
ResourceNamelL.ist variable. The ResourceNamelList
variable is a list of names of resources that have detected
errors.

-S ResourceClassList

Generates a report of resource classes specified by the
ResourceClassList variable.

-T ErrorTypelist

Limits the error report to error types specified by the valid
ErrorTypelList variables: INFO, PEND, PERF, PERM,
TEMP, and UNKN.
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Windows networking basic
definitions

This appendix explains some common Windows networking terms.
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B-node (Broadcast node)

This is a type of NetBIOS end node that supports the NetBIOS service and
contains applications. B-nodes communicate using a mix of UDP datagrams and
TCP connections. B-nodes can freely interoperate with one another within a
broadcast area; typically a single LAN segment. Other standard end nodes are
point-to-point nodes (P-nodes) and mixed-mode nodes (M-nodes).

Browsing

This refers to viewing the resources available on a network. The browse list on a
Windows network is the list of other hosts and domains available on a network.
Windows maintains the browse list to present other hosts offering network
services through a point-and-click user interface rather than asking users to
remember the names of remote hosts and services. Windows clients use the
browse list to construct the view of the network shown in the Network
Neighborhood (renamed My Network Places in Windows 2000) and Windows
Explorer. The browse list is also accessible from the command line using the
NET VIEW command.

Windows for Workgroups and Windows NT domains maintain the browse list on
a computer called the Master Browser. Whenever a computer offers a network
service for the first time, it broadcasts a server announcement packet. The
Master Browser receives this packet and adds the computer’s name to its
browse list. In response, the Master Browser transmits a list of backup browsers
to the new computer.

Each domain or workgroup contains at least one backup browser. A copy of the
browse list is maintained on the backup browser to eliminate the need to rebuild
the browse list if the Master Browser goes down. For more information about NT
domains and network browsing, see the related Microsoft technet site on the
World Wide Web.

CIFS

CIFS stands for Common Internet File System protocol. CIFS provides an open
cross-platform mechanism for client systems to request file services from server
systems over a network. It is based on the SMB protocol widely used by PCs and
workstations running a wide variety of operating systems.
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NetBIOS

The Network Basic Input/Output System (NetBIOS) is a vendor-independent
network interface originally designed for IBM PC computer systems running
PC-DOS or MS-DOS. NetBIOS is a software interface, not an actual networking
protocol. It specifies the services that should be available without putting any
restrictions on the protocol used to implement those services.

No officially defined NetBIOS standard exists. The original version, as described
by IBM in 1984 in the IBM PC Network Technical Reference Manual, and is
treated as the standard. Since its introduction, the following versions of NetBIOS
have emerged, each using its own transport protocol: NetBEUI, NetBIOS over
IPX, and NetBIOS over TCP/IP.

The CIFS server in the NAS Gateway 500 uses NetBIOS over TCP/IP.

NetBIOS interface to Application Programs

On PCs, NetBIOS includes both a set of services and an exact program interface
to those services. The following types of NetBIOS services exist:

Name Service

NetBIOS resources are referenced by name. Lower-level addresses are not
available to NetBIOS applications. An application representing a resource
registers one or more names that it wants to use.

The name space is flat and not hierarchically organized. It uses 15 alphanumeric
characters, plus a 16th esubcodee byte. Names cannot start with an asterisk (*).

Registration implies bidding for use of a name. The bid may be for exclusive
(unique) or shared (group) ownership. Each application contends with other
applications in real time. No two applications on the NetBIOS network can use
the same unique name until the originating application requests that its name be
deleted or the host is powered off or reset.

Name Service provides the Add Name, Add Group Name, and Delete Name
primitive operations.
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Session Service

A session is a full-duplex, sequenced, and reliable message exchange
conducted between a pair of NetBIOS applications. Data is organized into
messages.

Multiple sessions can exist between any two applications. Both applications
participating in the session have access to the name of the remote application.
No specification is given for resolving session requests to a group name into a
data connection. A service is provided for the detection of a session failure by an
application.

The Session Service provides the Call, Listen, Hang Up, Send, Receive, and
Session Status primitive operations.

Datagram Service

The Datagram Service is an unreliable, nonsequenced, and connectionless
communication between two NetBIOS applications. It is analogous to UDP
service under TCP/IP.

Datagrams are sent under cover of a name properly registered to the sender.
Datagrams can be sent to a specific name or be explicitly broadcast.

Datagrams sent to an exclusive name are received, if at all, by the holder of that
name. Datagrams sent to a group name are multicast to all holders of that name.
The sending application cannot distinguish between group and unique names
and thus must act as if all nonbroadcast datagrams are multicast.

As with the Session Service, the receiver of the datagram is provided with the
sending and receiving names.

The Datagram Service provides the Send Datagram, Send Broadcast Datagram,
Receive Datagram, and Receive Broadcast Datagram primitive operations.

NetBIOS Name Resolution

This means mapping a NetBIOS name to its corresponding IP address. The
techniques commonly used for name resolution are the Windows Internet Name
Service (WINS), the LMHOSTS file, and the domain name system (DNS).The
other techniques are defined as follows:
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WINS/NBNS

When a new service is made available on the network, such as when a Windows
machine boots or when CIFS is started, the service must be registered with a
WINS server before it can be available to clients located on other subnets. The
WINS server records the name of the host, the NT domain the host is part of, and
the IP address of the host. Whenever a machine attempts to resolve a host
name, it first checks with the WINS server. If the host is not registered there, it
attempts to find the host using a broadcast. If the host is still not found, the
system returns the message A computer or sharename could not be found. CIFS
registers itself with any WINS server.

WINS also includes a method for replicating its database of host names with
other WINS servers to create a backup WINS server that can host queries if the
primary WINS server is unavailable. It also allows large networks that are
encumbered by slow links to distribute WINS servers closer to clients and
provide faster name resolution. (WINS is a proprietary Microsoft protocol.)

The CIFS file server can be configured to act as an NBNS (NetBIOS Name
Service) server, providing most WINS functionality. CIFS can also be configured
to act as a WINS proxy to other WINS or NBNS servers.

LMHOSTS file

The LMHOSTS (LAN Manager hosts) file is analogous to the UNIX /etc/hosts file.
The LMHOSTS file allows specific NetBIOS server names to be mapped to IP
addresses. It also provides a syntax for defining the domain in which a NetBIOS
server resides, as well as loading an LMHOSTS file from a shared directory on a
server.

Broadcast

NetBIOS names may be resolved using broadcast on the local subnet. It is
analogous to address resolution protocol (ARP) in TCP/IP. The requesting
machine broadcasts a NetBIOS Name Query. If the requested host receives the
broadcast, it replies with its IP address. Because broadcasts are not forwarded,
only hosts on local subnets may be resolved in this manner.
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NetBIOS over TCP/IP

NetBIOS over TCP/IP was first proposed in Request for Comments (RFCs) 1001
and 1002. These RFCs describe an implementation of NetBIOS using
Transmission Control Protocol (TCP) for connection-oriented session services
and User Datagram Protocol (UDP) for datagram services.

This design has some significant advantages over NetBEUI and NetBIOS over
IPX, as follows:

» NetBIOS uses the existing TCP/IP protocols, so it can be routed across the
global Internet and any other wide area networks.

» Software implementing the NetBIOS interface can be built using existing
TCP/IP implementation without requiring any new network drivers.Because
most operating systems already support TCP/IP, most are capable of
supporting NetBIOS with minimal additional effort.

NetBIOS scope

This is the population of computers across which a registered NetBIOS name is
known. NetBIOS broadcast and multicast datagram operations must reach the
entire extent of the NetBIOS scope.

The net command

The net command and its subcommands can be used to configure and
administer the CIFS server from the command line. Alternatively, the Web-based
System Manager and SMIT offer menu-driven interfaces for the same tasks.

Passthrough authentication

This is a mechanism employed by the CIFS server to validate user credentials
with a domain controller and, if validated, to grant the user access to a resource
on the CIFS server.

386 The IBM TotalStorage NAS Gateway 500 Integration Guide



Server Message Block (SMB)

The Server Message Block protocol used to run on NetBIOS to implement
Windows file sharing and print services. With this protocol, clients exchange
messages (called server message blocks) with a server to access resources on
that server. Every SMB message has a common format, consisting of a
fixed-sized header followed by a variable-sized parameter and data component.

SMB messages are of the following types:

» Session control messages start, authenticate, and terminate sessions.

» File messages control file access.

» Message commands allow an application to send or receive messages to or
from another host.

When an SMB client negotiates a connection with an SMB server, the two parties
determine a common protocol to use for communication. This capability allows
protocol extensions but can make SMB quite complex.

Shares
These are resources exported to the network by the CIFS server. CIFS supports
file shares.

Workgroups

A workgroup is a logical collection of workstations and servers that do not belong
to a domain. In a workgroup, each computer stores its own copy of user-account
and group-account information. Therefore, in workgroups, users can only log
directly in to machines on which they have accounts. Workgroup members are
able to view and use resources on other systems. To do this, resources are
shared in the workgroup, and network users are validated by the machine
owning the resource.
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NFS networking basic
definitions

NFS is an acronym for Network File System, a product developed by Sun
Microsystems. This is a distributed file system implementation providing remote,
transparent access to files and directories. NAS Gateway 500 supports the latest
NFS protocol update, NFS Version 3. NAS Gateway 500 also provides an NFS
Version 2 client and server and is therefore providing backward compatibility with
existing install bases of NFS clients and servers. Negotiation will occur to check
what is the highest version of NFS supported by both involved systems.

NFS operates on a client/server basis. An NFS server has files on a local disk,
which are accessed through NFS on a client machine. To handle this operation,
NFS consists of:

» Networking protocols
» Client and server daemon
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Protocols

The NFS specific protocols are Remote Procedure Call protocol (RPC) and
eXternal Data Representation (XDR) protocol.

UDP or TCP

RPC

XDR

390

As all traffic on the Internet is more or less defined by the use of IP at the network
layer, so is NFS. On the next layer, the Transport Layer, the choice of UDP or
TCP is optional on NAS Gateway 500.

RPC is a library of procedures. The procedures allow one process (the client
process) to direct another process (the server process) to execute procedure
calls as though the client process had executed the calls in its own address
space. Because the client and the server are two separate processes, they are
not required to be on the same physical system, although they can. The RPC call
used is based on the file system action taken by the user. For example, when
issuing an 1s -1a command on an NFS mounted directory, the long listing will be
done through a RPC named NFSPROCS3_FSINFO, which will initiate the long
listing on the server, which in turn will send the output from the command through
RPC back to the client. To the user, this transaction is totally transparent.

Because the server and client processes can reside on two different physical
systems, which may have completely different architectures, RPC must address
the possibility that the two systems may not represent data in the same manner.
Therefore, RPC uses data types defined by the eXternal Data Representation
(XDR) protocol.

XDR is the specification for a standard representation of various data types. By
using a standard data type representation, data can be interpreted correctly,
even if the source of the data is a machine with a completely different
architecture. XDR is used when the vnode points out that the file or directory
accessed is not a local file or directory, but resides on a remote system. A
conversion of data into XDR format is needed before sending the data.
Conversely, when it receives data, it converts the data from XDR format into its
own specific data type representation.
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Daemons

The portma

The rpc.mo

Depending on the task, some of the NFS-related daemons are started on a
system. Servers need the following daemons in an active state:

> portmap
» nfsd
» rpc.mountd

The client only needs the following daemons to be able to mount a remote
directory:

» portmap
» biod

p daemon

The portmap daemon converts RPC program numbers into Internet port
numbers. When an RPC server starts up, it registers with the portmap daemon.
The server tells the daemon which port number it is listening to and which RPC
program numbers it serves. By this process, the portmap daemon knows the
location of every registered port used by RPC servers on the host, and which
programs are available on each of these ports. When mounting, the mount
request starts with an RPC call named GETPORT that calls the portmap which,
in turn, will inform the client of the port number that the called RPC server listens
to. After this, the port number is used as reference for further communication.
This is why the NFS daemons need to be registered with the portmap daemon.

A client consults the portmap daemon only once for each program the client tries
to call. The portmap daemon tells the client which port to send the call to. The
client stores this information for future reference. Since standard RPC servers
are normally started by the inetd daemon, the portmap daemon must be started
before the inetd daemon is invoked.

Note: If the portmap daemon is stopped or comes to an abnormal end, all
RPC servers on the host must be restarted.

untd daemon

The rpc.mountd daemon handles the actual mount service needed when a client
sends a mount request with an RPC procedure named MOUNTPROC3_MNT to
the server. In addition, the mountd daemon provides a list of currently mounted
file systems and the clients on which they are mounted.
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The nfsd daemon

The nfsd daemon runs on a server and handles client requests for file system
operations. Each daemon handles one request at a time. This means that on the
server side, the receipt of any one NFS protocol request from a client requires
the dedicated attention of an nfsd daemon until that request is satisfied, and the
results of the request processing are sent back to the client. The nfsd daemons
are the active agents providing NFS services.

The NFS daemons are inactive if there is no NFS requests to handle. When the
NFS server receives RPC calls on the nfsd's receive socket, nfsd's are
awakened to pick the packet of the socket and invoke the requested operations.

The biod daemon

392

The block 1/0 daemon (biod) runs on all NFS client systems. When a user on a
client wants to read or write to a file on a server, the biod daemon sends this
request to the server. For each read or write request, one biod is requested. The
biod daemon is activated during system startup and runs continuously. The
number of biods are limited on a per-mount-point basis.
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Additional material

This redbook refers to additional material that can be downloaded from the
Internet as described below.

Locating the Web material

The Web material associated with this redbook is available in softcopy on the
Internet from the IBM Redbooks Web server. Point your Web browser to:

ftp://www.redbooks.ibm.com/redbooks/SG247081

Alternatively, you can go to the IBM Redbooks Web site at:

ibm.com/redbooks

Select the Additional materials and open the directory that corresponds with
the redbook form number, SG247081.
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Using the Web material
The additional Web material that accompanies this redbook includes the
following files:
File name Description

batch.zip This file contains the batch files for Windows that we
discussed in this book.

corrections.zip If it exists, this file can contain corrections, updates, and
additions for the book.

Other files might be added to provide current coverage of the NAS Gateway 500.
How to use the Web material

Create a subdirectory (folder) on your workstation, and unzip the contents of the
Web material zip file into this folder.
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Abbreviations and acronyms

ABI

ACE
ACL
AD

ADSM

AFS®
AIX

ANSI

APA
API

APPC

APPN

ARC

ARPA

ASCII

ATE

ATM

AVI
BDC

Application Binary
Interface

Access Control Entries
Access Control List

Microsoft Active
Directory

ADSTAR Distributed
Storage Manager

Andrew File System

Advanced Interactive
eXecutive

American National
Standards Institute

All Points Addressable

Application Programming
Interface

Advanced
Program-to-Program
Communication

Advanced Peer-to-Peer
Networking

Advanced RISC
Computer

Advanced Research
Projects Agency

American National
Standard Code for
Information Interchange

Asynchronous Terminal
Emulation

Asynchronous Transfer
Mode

Audio Video Interleaved

Backup Domain
Controller
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BIND

BNU
BOS
BRI

BSD

BSOD
BUMP
CA

CAL
C-SPOC

CDE

CDMF

CDS
CERT

Cal

CHAP

CIDR

CIFS

CMA

co
CPI-C

Berkeley Internet Name
Domain

Basic Network Utilities
Base Operating System
Basic Rate Interface

Berkeley Software
Distribution

Blue Screen of Death
Bring-Up Microprocessor
Certification Authorities
Client Access License

Cluster single point of
control

Common Desktop
Environment

Commercial Data
Masking Facility

Cell Directory Service

Computer Emergency
Response Team

Common Gateway
Interface

Challenge Handshake
Authentication

Classless InterDomain
Routing

Common Internet File
System

Concert Multi-threaded
Architecture

Central Office

Common Programming
Interface for
Communications
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CPU
CSNW

CSR
DAC

DARPA

DASD

DBM
DCE

DCOM

DDE
DDNS

DEN

DES

DFS
DHCP

DLC
DLL
DS
DSA
DSE
DNS
DTS
EFS
EGID
EISA
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Central Processing Unit

Client Service for
NetWare

Client/server Runtime

Discretionary Access
Controls

Defense Advanced
Research Projects
Agency

Direct Access Storage
Device

Database Management

Distributed Computing
Environment

Distributed Component
Object Model

Dynamic Data Exchange

Dynamic Domain Name
System

Directory Enabled
Network

Data Encryption
Standard

Distributed File System

Dynamic Host
Configuration Protocol

Data Link Control
Dynamic Load Library
Differentiated Service
Directory Service Agent
Directory Specific Entry
Domain Name System
Distributed Time Service
Encrypting File Systems
Effective Group Identifier

Extended Industry
Standard Architecture

EMS

EPROM

ERD
ERP

ERRM

ESCON

ESP

ESS

EUID
FAT
FC
FDDI

FDPR

FEC

FIFO
FIRST

FQDN

FSF
FTP
FtDisk
GC
GDA
GDI

GDS
GID
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Event Management
Services

Erasable Programmable
Read-Only Memory

Emergency Repair Disk

Enterprise Resources
Planning

Event Response
Resource Manager

Enterprise System
Connection

Encapsulating Security
Payload

Enterprise Storage
Server

Effective User Identifier
File Allocation Table
Fibre Channel

Fiber Distributed Data
Interface

Feedback Directed
Program Restructure

Fast EtherChannel
technology

First In/First Out

Forum of Incident
Response and Security

Fully Qualified Domain
Name

File Storage Facility
File Transfer Protocol
Fault-Tolerant Disk
Global Catalog

Global Directory Agent

Graphical Device
Interface

Global Directory Service

Group Identifier



GL
GSNwW

GUI
HA
HACMP

HAL

HBA
HCL

HSM

HTTP

IBM

ICCM

IDE

IDL

IDS

IEEE

IETF

IGMP

s

IKE
IMAP

110

Graphics Library

Gateway Service for
NetWare

Graphical User Interface
High Availability

High Availability Cluster
Multiprocessing

Hardware Abstraction
Layer

Host Bus Adapter

Hardware Compatibility
List

Hierarchical Storage
Management

Hypertext Transfer
Protocol

International Business
Machines Corporation

Inter-Client Conventions
Manual

Integrated Drive
Electronics

Interface Definition
Language

Intelligent Disk
Subsystem

Institute of Electrical and
Electronic Engineers

Internet Engineering
Task Force

Internet Group
Management Protocol

Internet Information
Server

Internet Key Exchange

Internet Message
Access Protocol

Input/Output

Internet Protocol

IPC

IPL
IPsec

IPX

ISA

iSCSI
ISDN

ISNO

ISO

ISS

ISV

ITSEC

ITSO

ITU

IXC

JBOD

JFS

JIT

L2F
L2TP

LAN
LCN
LDAP

Interprocess
Communication

Initial Program Load

Internet Protocol
Security

Internetwork Packet
eXchange

Industry Standard
Architecture

SCSIl over IP

Integrated Services
Digital Network

Interface-specific
Network Options

International Standards
Organization

Interactive Session
Support

Independent Software
Vendor

Initial Technology
Security Evaluation

International Technical
Support Organization

International
Telecommunications
Union

Inter Exchange Carrier
Just a Bunch of Disks

Journaled File System
Just-In-Time

Layer 2 Forwarding

Layer 2 Tunneling
Protocol

Local Area Network
Logical Cluster Number

Lightweight Directory
Access Protocol
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LFS

LFS

LFT
JNDI

LOS

LP

LPC
LPD
LPP

LRU
LSA
LTG
LUID
LUN
LvCB

LVDD

LVM
MBR
MDC
MFT
MIPS

MMC

MOCL

MPTN

MS-DOS

398 The IBM TotalStorage NAS Gateway 500 Integration Guide

Log File Service
(Windows NT)

Logical File System
(AIX)

Low Function Terminal

Java Naming and
Directory Interface

Layered Operating
System

Logical Partition
Local Procedure Call
Line Printer Daemon

Licensed Program
Product

Least Recently Used
Local Security Authority
Local Transfer Group
Login User Identifier
Logical Unit Number

Logical Volume Control
Block

Logical Volume Device
Driver

Logical Volume Manager

Master Boot Record
Meta Data Controller
Master File Table

Million Instructions Per
Second

Microsoft Management
Console

Managed Object Class
Library

Multi-protocol Transport
Network

Microsoft Disk Operating

System

MSCS
MSS
MSS
MwcC
NAS

NBC
NBF
NBPI

NCP
NCS

NCSC

NDIS

NDMP

NDS

NETID
NFS
NIM

NIS

NIST

NLS

NNS
NSAPI

NTFS
NTLDR
NTLM

Microsoft Cluster Server
Maximum Segment Size
Modular Storage Server
Mirror Write Consistency

Network Attached
Storage

Network Buffer Cache
NetBEUI Frame

Number of Bytes per
I-node

NetWare Core Protocol

Network Computing
System

National Computer
Security Center

Network Device
Interface Specification

Network Data
Management Protocol

NetWare Directory
Service

Network ldentifier
Network File System

Network Installation
Management

Network Information
System

National Institute of
Standards and
Technology

National Language
Support

Novell Network Services

Netscape Commerce
Server's Application

NT File System
NT Loader
NT LAN Manager



NTP
NTVDM
NVRAM

NetBEUI

NetDDE

ocCs
ODBC

ODM
OLTP

OMG

ONC

os
OSF

ou
PAL®
PAM

PAP

PBX

PCI

PCMCIA

PDC

PDF

Network Time Protocol
NT Virtual DOS Machine

Non-Volatile Random
Access Memory

NetBIOS Extended User
Interface

Network Dynamic Data
Exchange

On-Chip Sequencer

Open Database
Connectivity

Object Data Manager

OnLine Transaction
Processing

Object Management
Group

Open Network
Computing

Operating System

Open Software
Foundation

Organizational Unit
Platform Abstract Layer

Pluggable Authentication
Module

Password Authentication
Protocol

Private Branch
Exchange

Peripheral Component
Interconnect

Personal Computer
Memory Card
International Association

Primary Domain
Controller

Portable Document
Format

PDT

PEX

PFS

PHB

PHIGS

PID

PIN

PMTU

POP

POSIX

POST
PP
PPP
PPTP

PReP

PSM

PSN
PSSP

PV
PVID

QoS
RACF®

RAID

Performance Diagnostic
Tool

PHIGS Extension to X
Physical File System
Per Hop Behavior

Programmer's
Hierarchical Interactive
Graphics System

Process ldentification
Number

Personal Identification
Number

Path Maximum Transfer
Unit

Post Office Protocol

Portable Operating
System Interface for
Computer Environment

Power-On Self Test
Physical Partition
Point-to-Point Protocol

Point-to-Point Tunneling
Protocol

PowerPC® Reference
Platform

Persistent Storage
Manager

Program Sector Number

Parallel System Support
Program

Physical Volume

Physical Volume
Identifier

Quality of Service

Resource Access
Control Facility

Redundant Array of
Independent Disks
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RAS
RDBMS

RFC
RGID
RISC

RMC

RMSS

ROLTP

ROS
RPC
RRIP

RSCT

RSM

RSVP

SACK

SAK
SAM

SAN
SASL

ScCsi

SDK
SFG
SFU
SID
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Remote Access Service

Relational Database
Management System

Request for Comments
Real Group Identifier

Reduced Instruction Set
Computer

Resource Monitoring and
Control

Reduced-Memory
System Simulator

Relative OnLine
Transaction Processing

Read-Only Storage
Remote Procedure Call

Rock Ridge Internet
Protocol

Reliable Scalable
Cluster Technology

Removable Storage
Management

Resource Reservation
Protocol

Selective
Acknowledgments

Secure Attention Key

Security Account
Manager

Storage Area Network

Simple Authentication
and Security Layer

Small Computer System
Interface

Software Developer's Kit
Shared Folders Gateway
Services for UNIX

Security Identifier

SLIP

SMB
SMIT

SMP

SMS

SNA

SNAPI

SNMP

SP
SPX

SQL

SRM

SSA

SSL
SUSP

SvC
TAPI

TCB
TCP/IP

TCSEC

TDI
TDP
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Serial Line Internet
Protocol

Server Message Block

System Management
Interface Tool

Symmetric
Multiprocessor

Systems Management
Server

Systems Network
Architecture

SNA Interactive
Transaction Program

Simple Network
Management Protocol

System Parallel

Sequenced Packet
eXchange

Structured Query
Language

Security Reference
Monitor

Serial Storage
Architecture

Secure Sockets Layer

System Use Sharing
Protocol

Serviceability

Telephone Application
Program Interface

Trusted Computing Base

Transmission Control
Protocol/Internet
Protocol

Trusted Computer
System Evaluation
Criteria

Transport Data Interface

Tivoli Data Protection



TLS
TOS
TSM

TTL

ucs
ubB
UDF
UDP
UFS
uiD

UmMms
UNC

UPS

URL

usB
UTC

uucp

uuiD

VAX

VCN
VFS
VG
VGDA

VGSA

VGID
VIPA
VMM

Transport Layer Security VP

Type of Service VPD
IBM Tivoli Storage VPN
Manager VRMF
Time to Live

Universal Code Set VSM
Universal Database

Universal Disk Format wsc
User Datagram Protocol WAN
UNIX File System WEW
User Identifier WINS
Ultimedia Services

Universal Naming WLM
Cohvention WWN
LSJS;)n;Erruptable Power www
Universal Resource WYSIWYG
Locator

Universal Serial Bus WinMSD
e
gzlrzxrr:ﬁn?cgltﬁn Protocol XDM
Universally Unique Xpmcp
Identifier

Virtual Address XDR
eXtension

Virtual Cluster Name XNS
Virtual File System XPG4

Volume Group

Volume Group
Descriptor Area

Volume Group Status
Area

Volume Group Identifier
Virtual IP Address

Virtual Memory Manager

Virtual Processor
Vital Product Data
Virtual Private Network

Version, Release,
Modification, Fix

Virtual System
Management

World Wide Web
Consortium

Wide Area Network
Windows for Workgroups

Windows Internet Name
Service

Workload Manager
World Wide Name
World Wide Web

What You See Is What
You Get

Windows Microsoft
Diagnostics

X/Open Common
Management Framework

X Display Manager

X Display Manager
Control Protocol

eXternal Data
Representation

XEROX Network
Systems

X/Open Portability Guide
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Glossary

A

Agent A software entity that runs on
endpoints and provides management
capability for other hardware or software. An
example is an SNMP agent. An agent has the
ability to spawn other processes.

AL See arbitrated loop.

Allocated storage The space that is
allocated to volumes, but not assigned.

Allocation The entire process of obtaining a
volume and unit of external storage, and
setting aside space on that storage for a data
set.

Arbitrated loop A Fibre Channel
interconnection technology that allows up to
126 participating node ports and one
participating fabric port to communicate. See
also Fibre Channel Arbitrated Loop and loop
topology.

Array An arrangement of related disk drive
modules that have been assigned to a group.

Bandwidth A measure of the data transfer
rate of a transmission channel.

Bridge Facilitates communication with LANs,
SANSs, and networks with dissimilar protocols.
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C

Client A function that requests services from
a server, and makes them available to the
user. A term used in an environment to identify
a machine that uses the resources of the
network.

Client authentication The verification of a
client in secure communications where the
identity of a server or browser (client) with
whom you wish to communicate is discovered.
A sender's authenticity is demonstrated by the
digital certificate issued to the sender.

Client-server relationship Any process that
provides resources to other processes on a

network is a server. Any process that employs
these resources is a client. A machine can run
client and server processes at the same time.

Console A user interface to a server.

D

DATABASE 2 (DB2) A relational database
management system. DB2 Universal
Database is the relational database
management system that is Web-enabled with
Java support.

Device driver A program that enables a
computer to communicate with a specific
device, for example, a disk drive.

Disk group A set of disk drives that have
been configured into one or more logical unit
numbers. This term is used with RAID
devices.
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E

Enterprise network A geographically
dispersed network under the backing of one
organization.

Enterprise Storage Server Provides an
intelligent disk storage subsystem for systems
across the enterprise.

Event In the Tivoli environment, any
significant change in the state of a system
resource, network resource, or network
application. An event can be generated for a
problem, for the resolution of a problem, or for
the successful completion of a task. Examples
of events are: the normal starting and s ping of
a process, the abnormal termination of a
process, and the malfunctioning of a server.

F

Fabric The Fibre Channel employs a fabric
to connect devices. A fabric can be as simple
as a single cable connecting two devices. The
term is often used to describe a more complex
network utilizing hubs, switches, and
gateways.

FC See Fibre Channel.
FCS See Fibre Channel standard.

Fiber optic The medium and the technology
associated with the transmission of
information along a glass or plastic wire or
fiber.

Fibre Channel A technology for transmitting
data between computer devices at a data rate
of up to 1 Gb. It is especially suited for
connecting computer servers to shared
storage devices and for interconnecting
storage controllers and drives.

Fibre Channel Arbitrated Loop A reference
to the FC-AL standard, a shared gigabit media
for up to 127 nodes, one of which can be
attached to a switch fabric. See also arbitrated
loop and loop topology. Refer to American
National Standards Institute (ANSI)
X3T11/93-275.

Fibre Channel standard An ANSI standard
for a computer peripheral interface. The I/O
interface defines a protocol for communication
over a serial interface that configures attached
units to a communication fabric. Refer to ANSI
X3.230-199x.

File system An individual file system on a
host. This is the smallest unit that can monitor
and extend. Policy values defined at this level
override those that might be defined at higher
levels.

G

Gateway In the SAN environment, a
gateway connects two or more different
remote SANs with each other. A gateway can
also be a server on which a gateway
component runs.

H

Hardware zoning Hardware zoning is based
on physical ports. The members of a zone are
physical ports on the fabric switch. It can be
implemented in the following configurations:
one to one, one to many, and many to many.

HBA See host bus adapter.

404 The IBM TotalStorage NAS Gateway 500 Integration Guide



Host Any system that has at least one
internet address associated with it. A host with
multiple network interfaces can have multiple
internet addresses associated with it. This is
also referred to as a server.

Host bus adapter (HBA) A Fibre Channel
HBA connection that allows a workstation to
attach to the SAN network.

Hub A Fibre Channel device that connects
up to 126 nodes into a logical loop. All
connected nodes share the bandwidth of this
one logical loop. Hubs automatically recognize
an active node and insert the node into the
loop. A node that fails or is powered off is
automatically removed from the loop.

IP Internet protocol.

J

Java A programming language that enables
application developers to create
object-oriented programs that are very secure,
portable across different machine and
operating system platforms, and dynamic
enough to allow expandability.

Java runtime environment (JRE) The
underlying, invisible system on your computer
that runs applets the browser passes to it.

Java Virtual Machine (JVM) The execution
environment within which Java programs run.
The Java virtual machine is described by the
Java Machine Specification which is published
by Sun Microsystems. Because the Tivoli
Kernel Services is based on Java, nearly all
ORB and component functions execute in a
Java virtual machine.

JBOD Just a Bunch Of Disks.

JRE See Java runtime environment.

JVM See Java Virtual Machine.

L

Logical unit number (LUN) The LUNs are
provided by the storage devices attached to
the SAN. This number provides you with a
volume identifier that is unique among all
storage servers. The LUN is synonymous with
a physical disk drive or a SCSI device. For
disk subsystems such as the IBM Enterprise
Storage Server, a LUN is a logical disk drive.
This is a unit of storage on the SAN which is
available for assignment or unassignment to a
host server.

Loop topology In a loop topology, the
available bandwidth is shared with all the
nodes connected to the loop. If a node fails or
is not powered on, the loop is out of operation.
This can be corrected using a hub. A hub
opens the loop when a new node is connected
and closes it when a node disconnects. See
also Fibre Channel Arbitrated Loop and
arbitrated loop.

LUN See logical unit number.

LUN assignment criteria The combination
of a set of LUN types, a minimum size, and a
maximum size used for selecting a LUN for
automatic assignment.

LUN masking This allows or blocks access
to the storage devices on the SAN. Intelligent
disk subsystems like the IBM Enterprise
Storage Server provide this kind of masking.

M

Managed object A managed resource.
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Managed resource A physical element to be
managed.

Management Information Base (MIB) A
logical database residing in the managed
system which defines a set of MIB objects. A
MIB is considered a logical database because
actual data is not stored in it, but rather
provides a view of the data that can be
accessed on a managed system.

MIB See Management Information Base.

MIB object A MIB object is a unit of
managed information that specifically
describes an aspect of a system. Examples
are CPU utilization, software name, hardware
type, and so on. A collection of related MIB
objects is defined as a MIB.

N

Network topology A physical arrangement
of nodes and interconnecting communications
links in networks based on application
requirements and geographical distribution of
users.

N_Port node port A Fibre Channel-defined
hardware entity at the end of a link which
provides the mechanisms necessary to
transport information units to or from another
node.

NL_Port node loop port A node port that
supports arbitrated loop devices.

O

Open system A system whose
characteristics comply with standards made
available throughout the industry, and
therefore can be connected to other systems
that comply with the same standards.

P

Point-to-point topology It consists of a
single connection between two nodes. All the
bandwidth is dedicated for these two nodes.

Port An end point for communication
between applications, generally referring to a
logical connection. A port provides queues for
sending and receiving data. Each port has a
port number for identification. When the port
number is combined with an Internet address,
it is called a socket address.

Port zoning In Fibre Channel environments,
port zoning is the grouping together of multiple
ports to form a virtual private storage network.
Ports that are members of a group or zone can
communicate with each other but are isolated
from ports in other zones. See also LUN
masking and subsystem masking.

Protocol The set of rules governing the
operation of functional units of a
communication system if communication is to
take place. Protocols can determine low-level
details of machine-to-machine interfaces,
such as the order in which bits from a byte are
sent. They can also determine high-level
exchanges between application programs,
such as file transfer.
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R

RAID Redundant array of inexpensive or
independent disks. A method of configuring
multiple disk drives in a storage subsystem for
high availability and high performance.

S

SAN See storage area network.

SAN agent A software program that
communicates with the manager and controls
the subagents. This component is largely
platform independent. See also subagent.

SCSI Small Computer System Interface. An
ANSI standard for a logical interface to
computer peripherals and for a computer
peripheral interface. The interface utilizes a
SCSi logical protocol over an I/O interface that
configures attached targets and initiators in a
multi-drop bus topology.

Server A program running on a mainframe,
workstation, or file server that provides shared
services. This is also referred to as a host.

Shared storage Storage within a storage
facility that is configured such that multiple
homogeneous or divergent hosts can
concurrently access the storage. The storage
has a uniform appearance to all hosts. The
host programs that access the storage must
have a common model for the information on a
storage device. You need to design the
programs to handle the effects of concurrent
access.

Simple Network Management Protocol
(SNMP) A protocol designed to give a user
the capability to remotely manage a computer
network by polling and setting terminal values
and monitoring network events.

SNMP See Simple Network Management
Protocol.

SNMP agent An implementation of a
network management application which is
resident on a managed system. Each node
that is to be monitored or managed by an
SNMP manager in a TCP/IP network, must
have an SNMP agent resident. The agent
receives requests to either retrieve or modify
management information by referencing MIB
objects. MIB objects are referenced by the
agent whenever a valid request from an
SNMP manager is received.

SNMP manager A managing system that
executes a managing application or suite of
applications. These applications depend on
MIB objects for information that resides on the
managed system.

SNMP trap A message that is originated by
an agent application to alert a managing
application of the occurrence of an event.

Software zoning |s implemented within the
Simple Name Server (SNS) running inside the
fabric switch. When using software zoning, the
members of the zone can be defined with:
node WWN, port WWN, or physical port
number. Usually the zoning software also
allows you to create symbolic names for the
zone members and for the zones themselves.

SQL Structured Query Language.

Storage administrator A person in the data
processing center who is responsible for
defining, implementing, and maintaining
storage management policies.

Storage area network (SAN) A managed,
high-speed network that enables any-to-any
interconnection of heterogeneous servers and
storage systems.
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Subagent A software component of SAN
products which provides the actual remote
query and control function, such as gathering
host information and communicating with
other components. This component is platform
dependent. See also SAN agent.

Subsystem masking The support provided
by intelligent disk storage subsystems like the
Enterprise Storage Server. See also LUN
masking and port zoning.

Switch A component with multiple entry and
exit points or ports that provide dynamic
connection between any two of these points.

Switch topology A switch allows multiple
concurrent connections between nodes. There
can be two types of switches, circuit switches
and frame switches. Circuit switches establish
a dedicated connection between two nodes.
Frame switches route frames between nodes
and establish the connection only when
needed. A switch can handle all protocols.

T

TCP See Transmission Control Protocol.

TCP/IP Transmission Control
Protocol/Internet Protocol.

Topology An interconnection scheme that
allows multiple Fibre Channel ports to
communicate. For example, point-to-point,
arbitrated loop, and switched fabric are all
Fibre Channel topologies.

Transmission Control Protocol (TCP) A
reliable, full duplex, connection-oriented,
end-to-end transport protocol running on of
IP.

W

WAN Wide Area Network.

Z

Zoning In Fibre Channel environments,
zoning allows for finer segmentation of the
switched fabric. Zoning can be used to
instigate a barrier between different
environments. Ports that are members of a
zone can communicate with each other but
are isolated from ports in other zones. Zoning
can be implemented in two ways: hardware
zoning and software zoning.

Other glossaries:

For more information on IBM terminology, see
the IBM Storage Glossary of Terms at:

http://www.storage.ibm.com/glossary.htm

For more information on Tivoli terminology,
see the Tivoli Glossary at:

http://publib.boulder.ibm.com/tividd/glossary
/termsmst04.htm
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Related publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this redbook.

IBM Redbooks

For information on ordering these publications, see “How to get IBM Redbooks”
on page 412.

>

Implementing the IBM TotalStorage NAS 300G, High Speed Cross Platform
Storage and Tivoli SANergy!, SG24-6278

IBM TotalStorage NAS 100 Integration Guide, SG24-6913

IBM TotalStorage NAS Backup and Recovery Solutions, SG24-6831-00
Managing IBM TotalStorage NAS with IBM Director, SG24-6830-00
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IBM Tivoli Storage Manager Implementation Guide, SG24-5416
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REDP-3705
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pSeries 615 Models 6C3 and 6E3 Technical Overview and Introduction,
REPD-0160

IBM TotalStorage: FAStT Best Practices Guide, REDP-3690
IBM TotalStorage FAStT700 and Copy Services, SG24-6808

© Copyright IBM Corp. 2004. All rights reserved. 409



IBM TotalStorage Enterprise Storage Server Implementing ESS Copy
Services in Open Environments, SG24-5757.

IBM TotalStorage Enterprise Storage Server: Implementing the ESS in Your
Environment, SG24-5420

ESS Solutions for Open Systems Storage: Compaq Alpha Server, HP and
SUN, SG24-6119

IBM TotalStorage, Introducing the SAN Volume Controller and SAN
Integration Server, SG24-6423

IBM TotalStorage SAN Volume Controller and SAN File System integration,
SG24-6097

Other resources

These publications are also relevant as further information sources:

»

Larry Peterson and Bruce Davie, Computer Networks - A Systems Approach,
Morgan Kaufmann Publishers, 1996, ISBN 1558603689

A. S. Tanenbaum, Computer Networks, Prentice Hall, 1996, ISBN
0133499456

M. Schwartz, Telecommunication Networks: Protocols, Modeling and
Analysis, Addison-Wesley, 1986, ISBN 020116423X

Richard Petersen and Ibrahim Haddad, Red Hat Linux X: The Complete
Reference DVD Edition, McGraw-Hill Osborne Media, 2003, ISBN
0072230754

Matt Welsh, Mathias Kalle Dalheimer, and Lar Kaufman, Running Linux (4th
Edition), O’Reilly, 2002, ISBN 0596002726

Scott M. Ballew, Managing IP Networks with CISCO Routers, O’Reilly, 1997,
ISBN 1565923200

Ellen Siever, et al., Linux in a Nutshell (3rd Edition), O’Reilly, 2000, ISBN
0596000251

Andreas Siegert, The AIX Survival Guide, Addison-Wesley, 1996, ISBN
0201593882

Jay Ts, Robert Eckstein, David Collier-Brown,Using Samba (2nd Edition),
O’Reilly, 2003, ISBN 0596002564

John H. Terpstra and Jelmer R. Vernooij, The Official Samba-3 HOWTO and
Reference Guide, Prentice Hall, 2003, ISBN 0131453556

Paul Albitz and Cricket Liu, DNS and BIND (4th Edition), O’Reilly, 2001, ISBN
0596001584
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William Boswell, Inside Windows 2000 Server, New Riders, 1999, ISBN
1562059297

Gary L. Olsen and Ty Loren Carlson, Windows 2000 Active Directory Design

and Deployment, New Riders, 2000, ISBN1578702429

Referenced Web sites

These Web sites are also relevant as further information sources:

>

IBM TotalStorage
http://www.storage.ibm.com/index.htm

IBM NAS
http://www.storage.ibm.com/snetwork/nas/index.html

IBM TotalStorage NAS Gateway 500
http://www.storage.ibm.com/snetwork/nas/500/index.html

IBM NAS reference information
http://www.storage.ibm.com/snetwork/nas/1library.htm]

Microsoft Technical Library
http://www.microsoft.com/windows2000/techinfo/default.asp

Microsoft Services for UNIX
http://www.microsoft.com/windows/sfu/default.asp

Tivoli
http://www.tivoli.com/

Tivoli Software Support
http://www-306.1bm.com/software/sysmgmt/products/support/

Storage Networking Industry Association
http://www.snia.org/

Linux Documentation
http://www.linuxdoc.org/

Linux Kernel Resource
http://www.kernel.org/

Red Hat Linux
http://www.redhat.com/

SUSE Linux
http://www.suse.com/index_us.html

Related publications
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/etc/fstab 277
/etc/hosts 197

A

Active Directory 216, 247
cifsLdap command 248
with CIFS 139

additional configuration 147

Additional material 393

administrator account 132
create 132

AlX
/etc/filesystems 263
access NAS Gateway 500 261
mount command syntax 268
mount NFS file system 262
NFS mount problem determination 265
NFS mount using SMIT 262
NFS mount using the command line 264
performance tuning 269
reverse lookup problem 266

Apple
accessing NFS share 284
computer system 283
Mac OS 10.x 283

Application layer 11

ASCIl terminal 119

AutoExXNT 242
Dual drive startup scrip 245
service installation 243
Single drive startup 244

B

backsnap command 349

backup 287

backup and restore 289
backsnap command 349
backup options 336
Bare Machine Recovery 320
basics 293
bootable backup 295
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CLI 292

commands 334

file and file system basics 326
file system backups 334

file system restore 337

full 334

fundamental techniques 293
IBM Tivoli Storage Manager integration 351
incremental 334

LAN based backup 352, 359
LAN-free backup 352
miscellaneous commands 350
mknasb command 326
Network Install Manager 319
Recovery CDs 311
restnasb command 326
restore command 337
restore using restnasb 331
restvg command 345
savevg command 345

SMIT 291

split mirror backup 347
splitvg command 348
SysBack 320

system backup manager 297
user interfaces 290

using SMIT 301

verify file system backup 343
verify mknasb backup 331
verify restore 343

WebSM 290

Bare Machine Recovery 320
basic setup 126

biod daemon 392

Block I/O 14,17

B-node 382

book structure 4

bootable backup 295
Broadcast node 382
Browsing 382

bus topology 5
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C directory integration 134

cfgmgr command 53 directory services 134
CIFS 12-13, 20, 382 discovery task 156
Active Directory 139 display NFS shares 284
advanced features 226 DNS
cluster user 202 domain name 136, 152
concepts 212 server 152
create share 213 server addresses 136
Dynamic User Creation 139 DOs
File and print share 220 8.3 filenames 233
File Serving 137 file attributes support 233
Local User association 140 downloading installation program 123
network configuration 215 dpovgfix utility 61
NT4 Domain Dynamic User Creation 139
integration 139
password security 139 E
Server 227

Enterprise Storage Server. see ESS
environment, in the lab 116
errclear 374
error
logging 168
simulating cluster errors 205
system errors 168

Server identification 138
server properties 229
settings confirmation 140
WINS Server 138
cifsLdap command 247
CLI
backup and restore 292

. Error lo

file system restore 340 cleagr; log 374

mbktSYSt\)N Vs\sl(l)\ls errpt command 376

obtain 50 information 373
Cluster 173 Overview 374
Cluster configuration. see NAS Gateway 500 Clus- reading details 375
ter

errpt co d 375,37

Command Line Interface. see CLI pCIaSrSnrr??r; 575,579
Common Internet File System 12-13 flags 380
con::rfz;:] 13 identifier 376

_ output format 377
Conflgure 357 _ timestamp 376
connectionless service 8 ESS 38,93

connectivity 19 access attributes 103
cpio command 350 Add volumes 106

creating a mirror 162 Add volumes to selected host 107
Added host systems 105

D available LUNs 104

data integrity 21 Configure host adapter ports 102
datagram 9 create open systems storage 96

Date and time settings 131 Define fixed block storage 101
DCE/DFS 230 disk group configuration 99

dd command 350 ESS Specialist 96

default gateway 136, 153, 197 Fibre Channel adapter configuration 103
DHCP 150 Fixed block storage groups 100
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home page 96

host adapter ports 102

host type 104

LUNs setup 107

Modify Host Systems 103
Modify Host Systems panel 104
modify volume assignments 109
NAS Gateway 500 support 141
Open System Storage 98

Open Systems Storage panel 99
Perform Configuration Update 105
preparation for NAS Gateway 500 95
product highlights 38

pSeries nodes 94

RAID array 100

S/390 Storage 98

SAN 94

SDD driver 61

setup SAN storage 95

storage allocation 97

Storage Allocation panel 98
storage configuration 93

Validate volume assignment modification 111

volume attributes 108
volumes created 109
zoning 94

ethernet adapter
on-board 148
select 136

ethernet port 1 120, 148, 152

F
Fast Connect 229
FAStT
array creation 83
assign host or host group 90
chargeable HOST Kit 77
create logical drives 78
create new array 81
define Host 87
define Host port 88
defining hosts 85
Host configuration 87
Host group configuration 86
Host Group name 86
Logical Drive and Lun assignment 91
Logical drive option 84
Logical drive Parameters 84

Logical drive wizard 81
Mapping logical drives 89
mappings view 85

NAS Gateway 500 support 141
overview 39

Partitioning wizard 90
product highlights 40

set default host type 80
show available storage 92
specify array parameters 82
storage configuration 77
Storage Manager 78
Storage Partitioning 89
Subsystem management 79
View created storage 85

features
clustering 183
optional 130

selection 145
Fibre Array Storage Technology. see FAStT
file backup and restore 326
File /1O 14,17
file servers 15
file set
check installed 56
file sharing 20
file system 12
backup 334
backup and restore 326
journaled 155
restore 337
verify backup 343
fragment size
JFS 155
fstab file 277

G
gateway 153

H

HACMP 175, 369
resource types 176

hard disk number
determine 163

hardware 1
high availability 174
host

name 136, 151
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host attachment scripts 55
hosts file 197
HP-UX 270
mount problem determination 271
mounting error 271
NFS client 270
reverse look up problem 271

|
/0 12
IBM 2109 68
access via browser 68
activate configuration 76
add alias to zone 74
add WWN 70
add zone 75
alias selection 73
Locate WWN 70
member configuration 71
rename alias 69
zone creation 72
IBM Enterprise Storage Server. see ESS
IBM Tivoli Storage Manager 35, 322
automation 368
backup options 360
Client configuration 354
client update using SMIT 358
clustering considerations 369
configure with SMIT 355
configure with WebSM 354
HACMP 369
introduction 352
LAN based backup 352
LAN-free 366
LAN-free backup 352
NAS Gateway 500 353
Scheduler 368
Server configuration 353
IBM Tivoli Storage Manager Client
configuration 354
IBM TotalStorage ESS Specialist 97

IBM TotalStorage NAS Gateway 500. see NAS

Gateway 500

IBM TotalStorage SAN Integration Server see SAN

Integration Server

IBM TotalStorage SAN Switch M12 41
overview 41
product highlights 42

IBM TotalStorage SAN Volume Controller. see SAN

Volume Controller
IETF 22-23
implementation
ESS 93
FASIT 77
IBM 2109 68
NAS Gateway 500 113
NAS Gateway 500 Cluster 173
initial configuration 119
Initial Configuration wizard 203
initial configuration wizard 128
internal disks assignments 56
Internet Engineering Task Force 22-23
Internet Protocol 8
interoperability 30
IP 8
IP address 9, 136, 151
allocation mode 151
dynamic compared to static 144
file serving 180
IP packet 9

J
Java
applet 122
console 127
Console logon panel 127
information screen 126
JFS 155
ACL inheritance 233
JFS2
backsnap command 349
file system 142
joinvg command 348
Journaled File System. see JFS

K

Kerberos 5 authentication 230

L
LAN 4
LAN bandwidth 21
LAN-free backup 352, 366
LDAP

authentication 230
licensing terms 122
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Linux 275
Red Hat Linux 276
SUSE LINUX 279
system integration 275
Imhosts file 385
Local Area Network 4
Local Area Networks 4
logical partitions 155
logical volume 155
mirroring 155
Iscfg command 50
Isent command 152

M
Mac OS 10.x 283
accessing NFS share 284
Connect to Server 284
Desktop icon 286
NFS connect dialog 285
NFS share connected 286
operating system level 284
Using Finder 284
Microsoft Windows. see Windows
mirror
configuration 166
creation 162
establish 166
volume groups 163
mkcd command 296
mknasb command 327
mksysb command 296
mkvgdata command 345
mount command 276
MPIO 54
remove file set 56
MSDFS
load levelling 233
support 233

N
NAS 15
benefits 18
concepts and hardware 1
enhanced backup 20
File /1O 17
IBM TotalStorage NAS 16
manageability 20
Network Attached Storage 15

volume created 161

NAS Gateway 500 26

adapters 30

adding user 135
administrator account 132
administrators panel 133
AIX access 261

ASCII terminal 119
basic setup 119, 126
CIFS 34

CIFS file serving 32, 137
client version 123
Clustering 33
communication 117
connecting ethernet port 1 120
connectingto 121
connectivity 27

create NAS volume 157
Creating a mirror 162
data protection 32

date and time settings 131
define volume name 160
directory integration 134
directory services 134
discover storage devices 156

downloading installation program 123

establish mirror 166

feature selection 145

file access users 135

file serving 34

File System 31

FTP 35

hard disk drives 30

hard disk number 163

hardware components 29

high availability configuration 36
HP-UX access 270

HTTP 35

IBM Tivoli Storage Manager 353

IBM Tivoli Storage Manager integration 35

implementation 113

initial configuration 119

initial configuration wizard 128
initial IP address 120
Integrated data protection 35
interoperability 30

Java applet 122

LCD operator panel 118
licensing terms 122
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managing shares using Windows tools 248

memory 30

mirror configuration 166
NAS volume 144
network configuration 137

network configuration wizard 136

NFS 34, 250

NFS shares 250
notification 168
Operating System 31

Operating system error logging 168

optional features 130
Optional software features 32
our environment 116
Planning for setup 117
poweron 119

redundant storage 36

root account 132

root password 131

sample storage connectivity 28
SAN connectivity 53

SAN management 32

serial port 119

Single node setup 115
snapshot functions 34
software components 31
starting discovery task 156
Storage configuration 154
storage considerations 47
storage management 32
SUN Solaris access 272
System Attention LED 170
system error log 168
system errors 168

System Information menu 172
TCP/IP configuration 149
time and time zone setting 130
User Interfaces 31
visualization of features 27
volume configuration 143
volume selection 141
volume sharing attributes 160
volumes 33

welcome panel 128

NAS Gateway 500 Cluster

/etc/hosts 197
add Static Route 200

adding persistent IP addresses 198

additional setup tasks 195

authentication settings 189
checking cluster status 195
CIFS server settings 189
CIFS settings confirmation 190
cluster configuration 179
Cluster verification 203
clustering feature 183
communication devices 176
Communication interfaces 175
concepts 174

configuration 173

Creating CIFS users 202
default gateway 186, 197, 200
dynamic user creation 190

eliminate single point of failure 177

Enable CIFS sharing 194
file access users 201

file serving IP address 186
file serving IP addresses 180
high availability 174

IBM Tivoli Storage Manager consideration 369

Initial Configuration Wizard 182
IP address and subnets 176

IP address assignment sample 180

management 207
NETBIOS domain name 188
NETBIOS server names 188
network adapter/cable failure 206
network connection 182
networks 175

node failure 206

nodes 174

our cluster topology 179
planning 177

planning cluster disks 178
planning cluster networks 178
planning cluster resources 179
resource definition 180
resources 176

settings for node 1 186
settings for node 2 187

setup 182

shared disks 180

simulating errors 205
start/stop cluster service 196
synchronization 188

testing CIFS 203

testing file serving 202
testing NFS 202
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Testing the cluster 202 Open Systems Interconnection 7

topology 174 oplocks 14
VLAN requirements 178 oSl 7
volume configuration 192 compared to TCP/IP 7
WINS configuration 189 model 7
NBNS 385
net command 386 P
Netggasgr:riBService 384 packet 9 C
Interface to Application Programs 383 Passthrough Authentication 223, 386
password

Name Resolution 384

Name Service 383

over TCP/IP 386

scope 386

Session Service 384
Network Attached Storage 3, 15
Network configuration 137
network file system protocols 12
Network Install Manager. see NIM
Network Interface

description 148
network interface

CIFS encryption 139
pax command 350
payload 9
performance 20
physical partitions 155
physical volume 155
physical volumes 155
Planning 179
planning

for setup 117
portmap daemon 391
poweron 119

select 152 Presentation layer 11
Network layer 8 roducts
NFS 12-13, 20 P

used in this redbook 25
protocol stack 11
protocol suite 11
protocols 12

access list 254, 257

clustered configuration 255
Daemons 391

Exported Directory Properties 257
Hosts/netgroups allowed 254
networking basic definitions 389 R

protocols 250, 390 RDAC 55

share properties 256 Recovery CDs 311

shares 250 ASCII terminal 312
single node 251 Booting from CD-ROM 314
SMIT 258 Installation and Maintenance panel 316

nfsd daemon 392 Loading installation code 315
NIM Terminal selection 315
basics 319 use with powered off system 312
configuration 320 use with powered on system 318

installation 320
notification 168
NT4 Domain 216
NT4 Domain integration 139

(o)

open system storage 96, 99
ESS 96

recovery, restore 287
Red Hat Linux 276

/etc/fstab 277

access an NFS share 276
file system check 278
firewall issues 277
mount an NFS share 276
mount automatically 277
mount command 276
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mounting error 277
reverse lookup problem 279
rpcinfo command 278
showmount command 278
troubleshooting NFS mount 277
Redbooks Web site 412
Contact us  xxviii
resource pooling 18
restnasb command 327
restore 304
restore command 337
restvg command 345
reverse lookup 279, 282
root
account 132
password 131
System Attention LED reset 170
rootvg
add physical volumes 164
properties 164
RPC 390
rpc.mountd daemon 391
rpcinfo command 278, 282

S

SAN 48
ESS 94
infrastructure 52
NAS Gateway 500 connectivity 53
storage devices 54
zoning 67

SAN Integration Server 43
NAS Gateway 500 support 141
overview 43
product highlights 44

SAN storage
configuration 45
considerations 52

SAN Volume Controller 42
NAS Gateway 500 support 141
overview 42
product highlights 43

savevg command 345

scalability 19

SDD 54, 61
cfgmgr command location 65
driver upgrade 62
ESS 61

fix mixed volumes types 61
install file set 57
using 61
verify file set 65
serial port 119
Server Message Block 387
Service Processor 168
Session 11
Shares 387
Shark. see ESS
showmount command 278, 281
SMIT
backup and recovery 301
backup and restore 291
backup using mknasb 330
bootable backups 301
change NFS shares 261
cluster management 208
file system restore 340
IBM Tivoli Storage Manager Client configuration
355
IBM Tivoli Storage Manager Client update 358
mksysb 300
NFS share configuration 258
NFS single node configuration 258
restore using restnasb 333
single file restore 363
snapshot 347
number 142
size 142
SNIA 22-23
Solaris 272
mount NFS file system 272
mounting error 272
reverse lookup problem 273
Specialist 96
Specify 82
split mirror backup 347
joinvg command 348
procedure 349
splitvg command 348
star topology 6
storage components 155
Storage configuration 154
storage devices
discovering 156
supported devices 141
Storage Networking Industry Association 22-23
Subnet layer 8
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subnet mask 136, 151
subsequent configuration 147
Subsystem Device Driver. see SDD
SUN Solaris 272
SUSE LINUX
access NFS share 279
check file system 281
mount automatically 280
mount NFS share 280
reverse lookup problem 282
rpcinfo command 282
showmount command 281
troubleshooting 281
SysBack 320
Backup 322
IBM Tivoli Storage Manager 322
introduction 321
Restore 323
System Attention LED 170
LED Control menu 172
reset 170
reset with restart 171
reset without restart 170
system backup manager 297
backup content 309
CLI with mksysb 303
mksysb 297
mkszfile 298
options menu 299
restore 304
restore destination 308
restore file system options 306
restore full file system 305
restore source 308
restore whole system with boot sector 304
restore without creating boot image 304
single file restore 307
SMIT with mksysb 300
view backup options 310
WebSM with mksysb 297
system error log 168
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